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Chapter 1 Introduction 
Three dimensional turbulent boundary layers (3DTBLs) demonstrate chaos. This apparently un- 
predictable behavior is paradoxically described by physical laws; the Navier-Stokes equations 
(momentum principle), the continuity equation (conservation of mass), and the energy equation 
(conservation of energy) embody these laws for fluid flow. Given the proper initial conditions, 
these equations can predict the activity of any 3DTBL. Unfortunately, their complexity prevents 
timely solutions using modern computers except for the simplest of flows. A simplification must 
be introduced if general solutions are to be made practical. 

Any simplification must have physical significance. Observation of the flow's structure may pro- 
vide a solid background for uncovering flow relationships that reduce the equations of motion. 
This paper will examine near-wall coherent structure behavior for a 3DTBL. Prior coherent 
structure research has focused mainly on 2DTBLs, particularly flow over a flat plate. Robinson 
(1991) provides a good overview of this research. Numerous experimental techniques have been 
developed for examining flow coherent structure; these methods can be divided into three catego- 
ries: flow visualization, multi-probe measurements, and statistical analysis. Flow visualization in- 
volves the introduction of a visible marker into the fluid; popular markers are smoke, hydrogen 
bubbles, and dyes. Multi-probe hot-wire or hot film anemometers provide correlated velocity 
measurements over multiple points in a plane. Statistical analysis attempts to correlate single 
point velocity events with structural dynamics. Popular statistical techniques are quadrant analy- 
sis (Willmarth & Lu, 1972) and the variable-interval time average (VITA) method (Gupta, et. al., 
1971). 

Despite the amount of data collected, debate still continues over the structural model of the sim- 
ple 2DTBL over a flat plate. The debate highlights the limitations of the experimental techniques. 
The two biggest limitations are observability of the flow field and correlation of velocity events 
with structural events. None of the techniques can accurately observe a large volume of flow. 
Although flow visualization methods observe markers as they travel in a volume; recording de- 
vices lose depth information and essentially map the flow structures onto a plane (Robinson, 
1991; Fleming and Simpson, 1994). Limitations of these recording devices also restrict flow visu- 
alization experiments to low Reynolds number flows. A multi-sensor hot-wire anemometer inter- 
feres with the flow. The interference forces a minimum separation between probes; thus, the 
probes cannot observe structures whose length scales are smaller than a certain distance (Robin- 
son, 1991). Many statistical analysis techniques concentrate on only one or two points in the flow 
field. However, they are also the most flexible in their applicability. Recent advances in Laser 
Doppler Velocimetry (LDV) techniques can provide data that penetrates the sublayer, even within 
high Reynolds number flows of engineering interest. Statistical analysis techniques are the only 
currently viable option for exarmning the structure of these flows. 

Identifying the passage of a coherent structure is only the first step. Structural events must be 
mapped to flow quantity changes in order to complete the dynamic model of the flow. None of 
the techniques provides a perfect solution to this problem. The flow visualization techniques 



provide good qualitative identification of coherent structures. Only bubble visualization can be 
used to extract quantitative results; even so, many factors limit the accuracy and type of the quan- 
titative data that can be extracted. These factors include accuracy of recording optics, bubble de- 
formation and dissolution, and differing histories for the flow and the bubbles. Multi-probe, 
hot-wire anemometers provide moderately accurate quantitative data. Identification of structural 
events is partly interpretive, based on the expected behavior of coherent structures either ob- 
served in flow visualization experiments or existing in a hypothesized structural model. Assuming 
the accuracy of the coherent structure model, the correlated muli-point measurements obtained 
from multi-probe anemometers allow a strong mapping between structural and quantitative 
events. The direction or temporal characteristics of coherent structures unveiled by multi-probe 
anemometers are difficult to determine since measurements are made only in a plane; thus, results 
remain open to some uncertainly. Statistical techniques rely entirely on a pre-existing structural 
model for identification of structural events. The direction and temporal characteristics of a co- 
herent structure cannot be determined; this limits the scope of the results and leaves them open to 
wide interpretation.   Using single point data in statistical analysis provides poor mapping between 
structural and quantitative events. Such a mapping relies on the assumption of dominance, i.e. 
coherent structures are the dominant producers of correlated velocity fluctuations. All other ve- 
locity fluctuations are random or weakly correlated. However, statistical analysis is the only op- 
tion available for extracting structural results from highly accurate LDV measurements. 

Direct numerical simulation (DNS) of fluid flow has recently become a viable tool for examining 
flow structure. It carries fewer limitations than the experimental methods. It provides observabil- 
ity of a large volume of fluid with simultaneous velocity measurements. However, current com- 
puting technology still restricts the flow to simple geometries at low Reynolds numbers. DNS 
also has its own problems. The amount of data supplied by DNS is orders of magnitude larger 
than that typically gathered from experimental techniques. New visualization and analysis tech- 
niques have been and continue to be developed for interpreting the data. The fidelity of these 
simulations also remains in doubt. These simulations have shown good correlation with known 
mean velocity and Reynolds stress measurements. However, the uncertainty surrounding struc- 
tural experiments makes it difficult to determine whether simulated coherent structures match re- 
ality. Simulation of an experiment provides the simplest verification solution; unfortunately, such 
a simulation introduces complications such as mixed fluids (e.g. markers) or complex geometries 
(e.g. probes). Nevertheless, DNS studies have provided valuable input into the flow structure de- 
bate and have narrowed the possible structural models (Robinson, 1991). 

Lack of consensus on the structure of 2DTBLs has not prevented structural experiments using 
3DTBLs. These experiments generally concentrate on those aspects of TBL structure for which 
some agreement does exist, namely quasi-streamwise vortices, wall layer streaks, and the 
ejection/sweep process. Most experiments are constructed as initial two dimensional flows expe- 
riencing imposed three dimensionality downstream making comparisons between 3DTBLs and 
2DTBLs simple. These experiments include the swept step and turning channel flows of Flack 
and Johnston (1993), a revisiting of the turning channel flow by Flack and Johnston (1995), and 
the wing body junction flow of Fleming and Simpson (1994). Chiang and Eaton (1993) 



performed flow visualization on the fully developed 3DTBL of a rotating disk flow. Sendstad and 
Moin (1992) also produced a DNS study of a 2D channel flow experiencing a sudden spanwise 
pressure gradient. 

Thus far, the use of statistical analysis techniques in examining 3DTBL structures have largely 
been ignored. The main obstacle in using statistical techniques to examine 3DTBL structures is 
coordinate system choice. Sendstad and Moin (1992) noted that results from octant analysis (a 
3D extension of quadrant analysis) differed depending on the coordinate system chosen. Never- 
theless, statistical analysis techniques have important benefits and can significantly contribute to 
the understanding of 3DTBL structures. They are the only techniques generally applicable to a 
wide range of flows, particularly high Reynolds number flows of engineering interest. They are 
the only techniques that can take advantage of the highly accurate data obtained from LDV de- 
vices. This paper takes a thorough look at one of these techniques, octant analysis. The paper 
examines application issues including coordinate system choice and compares the octant analysis 
results with other recent studies in 3DTBL structure. 

This paper uses the LDV data of Chesnakas, Simpson, and Madden (1994); this data was taken 
on the leeward side of 6:1 prolate spheroid inclined at 10°. It is one of the few data sets that 
reaches down to the sublayer (y+ ~ 7-11) in a high Reynolds number flow (ReL ~ 4.2 x 106). This 
was made possible by the novel construction of the LDV probe used in the experiment. The three 
component LDV probe, developed by Dr. Christopher Chesnakas (Chesnakas & Simpson, 1994), 
was placed inside a 6:1 prolate spheroid model. It examined the flow through a plexiglass win- 
dow grafted onto the surface of the model. This setup nearly eliminates the relative motion that 
would exist between the model and the measurement volume if the probe were external to the 
model. 



Chapter 2 Facilities And Instruments 

2.1 Stability Wind Tunnel 
The LDV data examined in this paper was gathered in the Stability Wind Tunnel located at Vir- 
ginia Polytechnic Institute and State University. The Stability Wind Tunnel is a continuous re- 
turn, subsonic wind tunnel. A 600 HP fan, 4.27 m in diameter, provides a maximum speed of 80 
m/s in the 1.8 x 1.8 m test section which is 25 m long; this fan was recently fitted with new blades. 
Downstream of the fan, an air exchange tower stabilizes the flow temperature to the local atmos- 
pheric temperature. The flow then passes through seven anti-turbulence screens in the settling 
chamber and a 9:1 contraction ratio nozzle. Together, they limit the turbulence level of the test 
section flow to 0.03% with another 0.03% due to unsteadiness. Vortex generators and a diffuser 
of 3° slope follow the test section. Streamlined turning vanes occupy the diagonal of every comer 
in the wind tunnel loop to reduce swirl. An airtight test and control room enclose the test section 
to minimize air exchange with the test section, since the total pressure in the test section equals 
atmospheric pressure. 

2.2 6:1 Prolate Spheroid Model 
The axis of the model is 1.37 m in length, and its maximum diameter is 0.229 m. Three hollow 
sections link to form the model whose shell consists of 6.3 mm of fiberglass bonded to an alumi- 
num frame. The center piece contains supports for a sting. The forward and aft sections are iden- 
tically constructed; interchangeable nose and tail pieces connect to their ends. The tail allows the 
sting to pass through the model and mate with the center section. 

A 0.75 mm thick Plexiglas window occupies a 30 x 150 mm portion of the aft section to allow 
optical penetration of the LDV beams into the flow. This window, molded to the curvature of the 
model, is mounted flush with the model surface to within 0.1 mm. Wax, applied to the window's 
edges, smoothes away any steps between the model and window surfaces. At x/L = 0.2, an 
acrylic-post trip dots the circumference of the model. Each 1.2 mm diameter post stands 0.7 mm 
high at a spacing of 2.5 mm. The trip stabilizes the laminar/turbuleta transition location. 

2.3 LDV Probe 
The three component, fiber-optic LDV probe (Figure 69) was designed and constructed in the 
AOE department of Virginia Tech (Chesnakas and Simpson, 1994). The probe measures three si- 
multaneous, orthogonal velocity components. The three correlated velocities allow direct calcula- 
tion of the Reynolds stress tensor. The compact design places the transmitting and receiving 
optics inside the model. This design produces three advantages over external devices. The probe 
does not disturb the flow. The probe is physically close to the measurement volume; thus, the use 
of short focal length optics maximizes the signal-to-noise ratio. Since the probe is attached to the 
model frame, relative motion between the measurement volume and the model is negligible. 



The probe head is mounted on a two component traverse that remotely positions the probe to a 
limit of ± 2.5cm along both the model axis and radius. A cable connected to the lead screw of a 
linear stage controls axial movement. A rotary-encoded servo-motor, which produces 20,157 en- 
coder counts per centimeter, drives radial movement. Repeatability of radial position is ± 10|im. 
The probe and traverse assembly weighs 1.1 kg and occupies a volume of 21 x 11.7 x 8.25 cm. 
An etalon-tuned, argon-ion laser produces the light for the probe. A series of mirrors and prisms 
splits the laser light into five separate beams; three are green (514.5 nm) and two are blue (488 
nm). Bragg shifting differentiates similarly colored beams. The green beams experience shifts of 
-27 MHz, 0 MHz (unshifted), and +40 MHz. One blue beam is shifted +40 MHz; the other re- 
mained unshifted. Single-mode, polarization-preserving fibers direct the beams to the probe. 

The probe supports three sets of optics; two transmit and the third receives. The transmission as- 
semblies, each with a lens of focal length of 88 mm, focus the 1.1 mm diameter, collimated beams 
to intersect a volume 55 urn in diameter. The resulting fringe spacing is 5 |J.m. The optics direct 
the beams through the model window at an angle of 45° and p-polarize the beams with respect to 
the window; this reduces reflections. Each of the transmission optics handles beams of a single 
color. The green beams measure two orthogonal velocity components. The blue beams detect 
the third orthogonal component (see section 4.2.2 Probe Coordinates). The 60 mm, f/2.4 receiv- 
ing assembly collects back-scattered light at 45° to both of the transmission optics. This off-axis 
angle prevents the entrance of direct, beam reflections off the window. 

A 62.5 um gradient index fiber leads the light to two photomultiplier tubes. A dichroic filter 
separates the captured light into its green and blue components. Three Macrodyne FDP3100 fre- 
quency domain signal processors manipulate the photomultiplier output. These processors per- 
form a fast Fourier transform (FFT) on each incoming Doppler burst to extract the peak 
frequency. The processors can communicate with each other to force coincidence criteria on all 
three signals; therefore, the Macrodynes automatically correlate the three velocity components. A 
DOSTek GPIB acquisition board, plugged into a 386SX/20 PC, collected the Macrodyne output; 
accompanying software recorded the data into a DOS file. 

2.4 Seeding System 
Dr. Christopher Chesnakas designed the seeding system. The seed consisted of polystyrene latex 
(PSL) spheres 0.7 um in diameter. One part 6.5% wt. PSL solution was mixed with 280 parts 
ethanol. Two Spraying Systems Incorporated air-atomizing paint spray nozzles introduced this 
mixture to the tunnel just downstream of the anti-turbulence screens. The ethanol would quickly 
evaporate, leaving a cloud of PSL that expanded around the model to a height of about 10 cm. 

2.5 Miscellaneous 
A Pitot-static tube with a Datametric Model 1173 manometer measured the free-stream dynamic 
pressure. A Valdyne Model DB99 digital barometer indicated the static pressure in the test sec- 
tion. An Instrulab Model 1563 digital thermometer displayed the free-stream temperature. 



Chapter 3 Experimental Techniques 

3.1 Model Geometry And Measurement Location 
Before discussing the experimental techniques, the nomenclature used to describe the 6:1 prolate 
spheroid and the measurement locations must be established. The model used in this study is a 
6:1 prolate spheroid (Figure 3.1). The rotation of an ellipse about its major axis creates the vol- 
ume enclosed by a prolate spheroid. The 6:1 ratio designates that the major axis of this ellipse is 
six times longer than its minor axis. Throughout this paper, the 'major axis' (L) and the spheroid's 
'axis' are synonymous. Any plane that intersects the model perpendicular to its axis reveals a cir- 
cular cross section. 

Figure 3-1: Prolate Spheroid 

Three quantities define location of the measurement volume with respect to the model (Figure 
3.2): the percentage axis position (x/L), its distance from the model surface (r or y), and an angle 
(())). A line, perpendicular to the axis, can connect with the center of the measurement volume. 
The distance between the line and the nose of the model is x. The volume hovers above the per- 
centage of the axis, x/L. R (or y) is the distance, along this line, from the volume's center to the 
model surface. A plane containing the line and perpendicular to the axis cuts a circular cross sec- 
tion of the model. One radius points directly to the model's windward side. The angle that runs 
from the windward radius to the radius, which intersects the measurement volume, is $. 

Throughout this paper, a shorthand notation is used to identify the radial and axial coordinates of 
the measurement location. This shorthand combines the radial location <|> with a character repre- 
senting the axial location. The valid characters are 'a' (x/L = 0.7722), *b' (x/L = 0.7622), and 'c' 
(x/L = 0.7522). (The characters are allocated from the greater to smaller axial location because 
that was the order in which the data was collected.) Thus, the profile designation, 123b, identifies 
((>= 123° and x/L = 0.7622. 
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Figure 3-2: Measurement Location 

3.2 Calibration 
The edge of a rotating wheel of known diameter and angular velocity was placed before the LDV 
probe. The signal frequency produced by the scattered light allowed calibration of the fringe 
spacing to ±0.5%. This translates to an identical uncertainty in the velocity measurements. To 
calibrate the radial positioning of the traverse, the measurement volume was lowered until it 
touched the model window. The signal processing instruments could not determine this event; as 
the measurement volume gets closer to window, the glare off the model window from the five 
beams converges and floods the receiving optics. The small signal-to-noise ratio makes it difficult 
to recognize the Doppler burst that should occur when the measurement volume enters the win- 
dow. Instead, the beam reflections were examined using a magnifying lens from an angle tangent 
to the window surface. When the reflections overlap, the measurement volume is coincident with 
the surface. The estimated uncertainty of this procedure is one third the diameter of the measure- 
ment volume, ±19 um. The expansion (or contraction) of the model with temperature change 
also contributes to the position uncertainty. The tunnel has no controls for maintaining a pre- 
defined temperature. The ambient temperature in the tunnel behaves as the local atmospheric 
temperature outside the tunnel facility. It rises as much as 20°F from morning to mid-afternoon 
and drops an equivalent amount by nightfall. To minimize the impact of the model expansion and 
contraction, the radial position of the probe was re-calibrated under the following conditions: 
every morning, before measurements were made at r < 0.04cm, a 5° or greater change in tempera- 
ture since the last calibration, and every time the model was rotated. Overall, the positioning er- 
ror is large when compared with the distance of the lowest point (100 urn). Therefore, a scheme 
employing the Spalding continuous law of the wall velocity profile was derived to refine the posi- 
tion of the surface after taking data (section 5). 



3.3 Test Conditions 
All tests occurred at a 10° angle of attack and a Reynolds number of 4.2x106 (based on the model 
axis and the tunnel velocity). Three axial locations (x/L= 0.7522, 0.7622, and 0.7722) were ex- 
amined. Surface oil flow visualization (Ahn, 1992) had shown that primary separation occurs at 
approximately 123°. Because of a desire to view the development and effects of separation, 
boundary layer profiles were taken at the circumferential positions shown in Table 3-1. Unfortu- 
nately, a later paper by Wetzel, Simpson, and Chesnakas (1997) would show that oil flow visuali- 
zations under-predict the separation location. That paper established a revised separation location 
of-140°, beyond any of the locations measured in the experiment. 

Table 3-1: Measurement Locations 

x/L 
(j) Location 

105      110     115      120     123      125 130 
0.77 
0.76 
0.75 

X             X             X             X             X             X 

XXX 

XXX 

X 

Throughout this paper, the measurement locations are identified using an abbreviated scheme. 
The abbreviation consists of the § location followed by a single character representing the x/L lo- 
cation. The valid characters are 'a' (x/L = 0.7722), 'b' (x/L = 0.7622), and 'c' (x/L = 0.7522). For 
example, profile 123a refers to the measurement location: ty = 123° and x/L = 0.7722. 

Fourteen logarithmically spaced locations form each profile. They run from 0.01 cm to 2.5 cm; 
Table 3-2 lists these radial positions. 

Table 3-2: Radial Locations 
R(cm) Missing at Location(s) 

0.01 
0.02 x/L= 0.7722 <|>=  125°   &  110° 
0.02 
0.03 
0.04 
0.08 
0.15 
0.25 
0.50 
1.00 
1.50 
2.00 
2.50 x/L= 0.7722 4>=  130° 

A collection of 16,384 velocity vector (u, v, w) measurements were the goal for each point. 
However, problems arose at r = 0.01 cm and 0.015 cm. For some profiles, the data rate of the 
lowest points became very small (< -100 measurements/second). At this rate, seed would accu- 
mulate on the model window; and laser reflection off these particles would enter the receiving 
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optics. The signal processing system would produce a continuous stream of zero velocity vec- 
tors. These erroneous values would later be removed from the data using a computer program; 
thus, the number of valid measurements would be reduced below 16,384. Occasionally, the seed- 
ing system would empty in the middle of a run. If the amount of data taken at that point was 
close to the goal (~1 IK or greater), then the data would not be retaken. 

A summary of the data collection process follows. First, the probe would be remotely com- 
manded to the next radial position. Then the tunnel velocity would be adjusted, according to the 
tunnel temperature and static pressure readings, so that the Reynolds number remained constant. 
The seeding system would be turned on. The downmix frequencies would be modified so that the 
initial signals fell into the middle of the Macrodyne processors' frequency range. (This was ac- 
complished by either viewing the FFT's on the processor LCD displays as they were produced or 
by using the vendor-supplied software to construct dynamic histograms.) Next, the DOSTek 
board was commanded to collect the data and write it to a file. That file would immediately be 
run through a program written by the author called LDVS (LDV Statistics). The program gener- 
ated velocity statistics (means, variances, etc.) and histograms. The histograms would be used to 
verify that no severe "clipping" had occurred (i.e., no important frequencies fell beyond the range 
of the processors because the downmixing frequencies were not maximally set). If clipping had 
occurred, the downmixing frequencies would be changed accordingly and the data would be re- 
taken. For every three points (also, at r= 0.01cm, r= 0.015cm, and when the model was turned to 
the next § location), the tunnel fan was turned off so that the model window could be cleaned; 
and the seed system was refilled. 



Chapter 4 The Flow Field 
The prolate spheroid (section 3.1) is a simple geometry that produces a well-defined 3DTBL on 
its leeward side when inclined at a positive angle relative to the flow. Figure 68 illustrates the 
general flow characteristics. The flow separates from the leeside of the prolate spheroid at the 
point marked S^ The separated flow rolls up into a strong primary vortex which induces a num- 
ber of smaller secondary vortices. The flow reattaches at ^ and R,. The flow field is symmetri- 
cal about the x-z plane. 

The prolate spheroid flow has been studied by a number of groups over the past two decades. 
Previous experiments at the DFVLR recorded surface flow, surface pressure, skin friction, mean 
velocity, and Reynolds stress tensor for a prolate spheroid at ReL = 7.7E+06: Meier and Kreplin 
(1980), Kreplin, Vollmers, and Meier (1982 and 1985) and Kreplin and Stager (1993). Similar 
data was recorded in a cooperative venture between Italian and Chinese researchers: Iuso, et. al. 
(1988). Barber and Simpson (1991) used hot-wire anemometry on an untripped model to obtain 
velocity-field and turbulence measurements along four cross sections (x/L = 0.6 - 0.9) containing 
the primary separation line. Ahn and Simpson (1992) used oil flow visualization to capture the 
cross-flow separation and examine the affect that Reynolds number and angle of attack have on it. 
Fu, Shekarriz, Katz, and Huang (1992) observed the affects that Reynolds number and boundary 
layer tripping had on the leeside flow field. Because of the prolate spheroid's rich set of accumu- 
lated data, AGARD (1990) used it as the primary test case for its evaluation of 3D computational 
models. Gee and Cummings (1992) expanded on this evaluation by testing Baldwin-Lomax and 
Johnston-King models with "3D extensions". The modified models produced better predictions of 
separation; but, they also emphasized the need for better experimental data, from which more re- 
fined assumptions can be extracted. 

4.1 The LDV Data Set 
The LDV data set examined in this paper covers a small area near the separation point of a 6:1 
prolate spheroid (x/L = 0.7522 - 0.7722, <j> = 105° -130°). This data was gathered in the fall of 
1992. The data set was expanded the following year to include data at x/L = 0.4 and 0.6. 
Chesnakas, Simpson, and Madden (1994) produced a comprehensive catalogue of the LDV data's 
characteristics; this catalogue can also be found in the Journal of Fluids Engineering data bank. 
The measurement area was chosen based on the oil flow visualization results performed on the 
same model by Ahn, et. al (1992) and earlier hot-wire anemometer data taken by Barber, et. al 
(1991). These experiments identified the primary separation line within the area covered by the 
LDV data. However, later work by Wetzel, et. al. (1997) would show that the true separation lo- 
cation occurs further leeward, § ~ 140° at x/L = 0.77. 

The data has been the subject of numerous papers at VPI. An early paper by Chesnakas and 
Simpson (1994) showed good agreement between Barber's results and the LDV data presented 
here. Barber's hot-wire anemometer data described only the outer boundary layer due to physical 
limitations of the instrument; thus, his data could not be used to validate data taken at y+ < 100. 
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Two other papers by Chesnakas and Simpson (1994b and 1996a) concentrated on the LDV de- 
vice and the inner layer data obtained from it. Chesnakas and Simpson (1994a) used the LDV 
data to show that the structural parameter a, was related to Reynolds number, flow angle, and po- 
sition. They also examined terms in the TKE equation and showed that commonly neglected pro- 
duction terms are significant for y+ > 100. Chesnakas and Simpson (1996) further expanded the 
LDV data set to better observe data in the vicinity of the primary vortex. They discovered that 
fluid which lies between the primary vortex and separation sheet has low velocity and low turbu- 
lence. As mentioned earlier, Wetzel, et. al. (1997) used the LDV data in a survey of separation- 
identification techniques. The LDV data was among the data sets surveyed by Ciochetto and 
Simpson (1995) for similarities in V related Reynolds averaged products. 

4.2 Coordinate Systems 
Before discussing the measured flow field, the coordinate systems used in the discussion must be 
established. Coordinate system choice is very important in analysis of 3DTBLs because the 
stress, gradient, and flow angles have differing directions. Five coordinate systems are used 
throughout this paper; they are tunnel coordinates, probe coordinates, body surface coordinates, 
free-stream coordinates, and wall-collateral coordinates. All these coordinate systems are or- 
thogonal and follow the right hand rule. (See Figures 4.1-4.5 for graphic display of these axis 
systems.) 

4.2.1 Tunnel Coordinates 
The tunnel axis system serves as an inertial reference for the other coordinate systems described in 
this paper. The XT axis of the tunnel coordinate system points in the direction of the oncoming 
flow. The YT axis juts upwards, perpendicular to the tunnel floor. The ZT axis completes the 
right handed system. 

Flow 

Li-^ 

Figure 4-1: Tunnel Coordinates 
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4.2.2 Probe Coordinates 
The LDV probe measures the flow velocity in three orthogonal directions. These directions de- 
fine the probe coordinate system. Since the probe is mounted within the model, this axis system is 
fixed to the body. The Xp axis and the model axis lie in the same plane, but the Xp axis is rotated 
45° away. It points into the oncoming flow. The Yp axis lies on this plane, rotated 135° from the 
axis. The Zp axis is tangent to the model circumference, directed opposite of increasing $. Later 
evaluation of the data showed a small V component near the wall at x/L= 0.7622 and 0.7522 in 
body surface coordinates. V should approach zero. Examination of the probe assembly revealed 
a screw that was not properly tightened; this compromised the rigidity of the mount. The added 
rotation required to bring V to zero was the same at each x/L station. Apparently, the Xp axis is 
rotated 46° away from the model axis at x/L= 0.7622 and 46.6° away at x/L= 0.7522. This de- 
rived misalignment increases the uncertainty of quantities within the X-Y plane of the body-fixed 
coordinate systems presented here. 

Figure 4-2: Probe Coordinates 

4.2.3 Body-Surface Coordinates 
This body-surface coordinate system aligns itself with the surface of the model. The ZgS axis runs 
tangent to the model circumference (in the opposite direction of the probe coordinate ZBS axis). 
The YBS axis points perpendicular to model surface. The XBS axis follows the curvature of the 
model, in the direction of the tunnel flow. 
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Figure 4-3: Body-Surface Coordinates 

4.2.4 Free-Stream Coordinates 
The free-stream coordinate system is obtained by rotating the body surface system about YBS. 
The XFS axis is positioned so that there is no mean spanwise velocity component (velocity along 
the ZFS axis) at the boundary layer edge. Therefore, the angle of rotation, 0FS, equals 
tan-'CWm ■VBS- 

Figure 4-4: Free-stream Coordinates 

4.2.5 Wall-Collateral Coordinates 
In the viscous sublayer, the flow becomes collateral (i.e., mean 2D flow). Datum has been taken 
close enough to this region that it approximates a collateral flow (see section 4.4.1). This allows 
the use of the Spalding continuous law of the wall to estimate the skin friction coefficient (see 
sections 5 and D.6). The data shows that the flow angle, Op does not appreciably change until the 
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fourth or fifth data point from the wall. Therefore, the third point from the wall is the reference 
from which to base this coordinate system. Like the free-stream axis system, the wall-collateral 
coordinate system is derived by rotating the body surface system about YBS. The rotation angle, 
GQC, equals tan\y}3f[J3)BS. This coordinate system is very close the normal stress coordinate sys- 
tem used by Olcmen (1991) in analysis of the wing-body junction flow. The normal stress coordi- 
nate system aligns its X axis in the direction of the local mean velocity at the y location were u'2 is 
a maximum. For the profiles under study here, that location appears within the bottom three 
points. These coordinate systems are good references for the study of the flow characteristics in 
the buffer region and log layer. 

Figure 4-5: Wall-Collateral Coordinates 

4.3 Boundary Layer Regions 
In this discussion, the boundary layer will separated into four regions as defined by Kline (1992): 
the sublayer (0 < y+ < 7-10), the buffer layer (7-10 < y+ < 30-40), the log layer (30-40 < y+ < 100), 
and the wake or outer layer (y+ > 100). Collectively the first three regions are considered the in- 
ner layer. Much of this paper will focus on data in the buffer layer. 

4.4 Characteristics Of The Measured Flow Field 
Several methods were used to reduce the raw LDV data into time averaged quantities (mean 
flow, Reynolds stresses, and gradients) which were normalized using the skin friction. Velocity 
bias in statistical averages of the raw LDV data was corrected using an inverse-of-the-speed 
weighting factor proposed by McLaughlin and Tiederman (1973). Spatial bias, a.k.a. gradient 
broadening, was corrected using formulas created by Durst, Martinuzzi, Sender, and Thevin 
(1992). A Spalding law-of-the-wall equation was used not only to estimate the skin friction, but 
also to adjust the wall position which was calibrated using aided, human sight. A detailed justifi- 
cation of this post-processing technique is the subject of the next chapter. Velocity and Reynolds 
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stress gradients were computed using parabolic fits along five data points. The appendices con- 
tain more detailed information about reducing the LDV data set. In particular: 

Appendix A   describes the data reduction methods. It discusses corrections for velocity and 
spatial bias present in LDV measurements. It includes all of the techniques and for- 
mulas used to produce the information displayed in the figures. 

Appendix B   describes the uncertainty analysis. Uncertainties are reported for the position, 
mean flow, the Reynolds stress tensor, and gradients of the mean flow and Rey- 
nolds stress tensor. 

4.4.1 General Characteristics 
The data set consists of thirteen closely spaced profiles. Thus, the boundary layer edge velocity 
changes little in strength and direction across profiles. The free-stream direction, with respect to 
body-surface coordinates, decreases with increasing § and with decreasing axial location (x/L). 
At profile 105a, the free-stream direction is 16.7°; at profile 125c, the free-stream direction is 
12.6°. The magnitude of the free-stream velocity (Ue) has no discernible pattern; its ratio with re- 
spect to the tunnel velocity (UJ varies from 1.015 (at profile 123a) to 1.034 (at profile 125c). 
Other boundary layer characteristics experience larger changes across profiles. The boundary 
layer thickness (figure 66) increases with increasing § and with increasing x/L. One exception is 
the values along x/L = 0.7622; they are larger than those at the other two axial locations given the 
same <() location. The boundary layer thickness ranges from 0.9 cm for 105a to 1.9 cm for 130a. 
The momentum thickness behaves similarly; its values range from 0.12 cm for 105a to 0.30 cm for 
130a. The resulting momentum number Reynolds thickness (Ree) varies from 3800 to 9400. The 
skin friction coefficient (figure 64) follows the opposite pattern. It generally decreases with in- 
creasing <|) and with increasing x/L. Its value ranges from 0.0029 at 105a to 0.0016 at 130a. 

Figures 1-12 present the mean velocity profiles in both wall-collateral coordinates (see section 
4.2.5) and free-stream coordinates (see section 4.2.4). These profiles are normalized by the shear 
stress velocity. In both coordinates systems, the streamwise velocity profiles (U) monotonically 
increase to a peak value at the boundary layer edge. The streamwise profiles are very tightly 
packed for y+ < 600; thus, they exhibit inner-layer self-similarity. The same is not true for the 
spanwise velocity profiles (W). In free-stream coordinates, the spanwise velocity contains a 
bulge, a common feature in pressure-driven 3DTBLs. The size and location of the bulge's peak 
varies considerably among the profiles. At 105a, the peak spanwise velocity is w+ = 1.1 at y+ = 
32. At 130a, the peak spanwise velocity is w+ = 4.6 at y+ = 125. In wall-collateral coordinates, 
the spanwise velocity monotonically decreases to a peak negative value near the boundary layer 
edge. The magnitude of the peak varies from w+ = -2.5 at 105a to w+ = -12 at 130a. The wall- 
collateral profiles of spanwise velocity also exhibit a near-zero value for y+ < 50. The flow region 
is collateral; i.e., the flow angle remains nearly the same value, zero. This is the reason for naming 
the coordinate system "wall-collateral". The Johnston Hodographs (Figures 43 and 44) further il- 
lustrate the collateral feature of the near-wall flow. A straight line, starting at the origin, nearly 
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connects the first four to six points on the hodograph profiles. The line represents a constant ratio 
of W to U; thus, it also represents a constant flow angle. The normal velocity profiles (V) lie 
about zero in the inner layer (y+ < 100). In the outer layer, V monotonically increases to bound- 
ary layer edge (except for profile 105a, where there is a slight drop between points 9 and 10). 
Given that V and W are close to zero for y+ < 50, the wall-collateral coordinate system is nearly 
aligned with streamline coordinates in this region. Thus, U approximates the mean-velocity 
streamline. 

Figures 13-34 present the Reynolds stress profiles in both wall-collateral and free-stream coordi- 
nates. These profiles are normalized by the skin friction velocity. Under both coordinate systems, 
u'2 peaks in the buffer layer. The peak values lie in a small range: 7.0 (at 105a) to 8.2 (at 123b) 

for wall-collateral coordinates and 7.0 (at 105a) to 7.8 (at 123b) for free-stream coordinates, v'2, 
by contrast, peaks in the outer layer. The wider range of peak values run from 1.4 (at 105a) to 
2.0 (at 130a). w'2 also peaks in the outer layer although its peak is less pronounced than the other 
two normal stresses. The peak values run from 2.4 (at 105a) to 4.2 (at 125a) in wall-collateral 
coordinates and from 2.3 (at 105a) to 3.8 (at 125a) in free-stream coordinates. Thus, u'2 is the 
dominant normal stress in the buffer layer where it can be up to four times larger than w'2 and an 
order of magnitude larger than v'2. In fact, the Reynolds normal stress is concentrated along a 
plane tangential to the wall in the buffer layer. As one moves into the log and outer layers, u'2 de- 
creases as w'2 increases and v'2 climbs dramatically. In the outer layer, w*2 approaches (and some- 
times surpasses) the strength of u'2; v'2 grows to slightly less than half the size of u'2. In the 
outer-layer, the Reynolds normal stress, thus, becomes more uniform in space. 

The Reynolds shear stresses are nearly an order of magnitude smaller than the normal stresses. 
The uV stress profiles do not have a clearly distinguishable peak; they appear to remain nearly flat 
for 30 < y+ < 300, dropping dramatically on either end. Most of the measurements lie between 
0.8 and 1.1 in the "flat" region. The remain two shear stresses behave very differently between 
free-stream and wall-collateral coordinates. In wall-collateral coordinates, u'w' reaches a positive 
peak in the outer layer; then it gradually decreases until it crosses zero in the lower buffer layer. 
The peak value of u'w' ranges from 0.17 (at 105a) to 0.74 (at 130a).   v'w1 does the opposite. It 
decreases to a negative peak in the outer layer, then gradually decreases toward zero as one ap- 
proaches the wall. Its peak value varies from 0.16 (at 105a) to 0.55 (at 130a). Throughout the 
boundary layer u'w' and v'w' are the same order of magnitude, and both are much smaller than u'v'. 
In free-stream coordinates, u'w' initially increases to a small positive peak in the outer layer then 
drops dramatically to a larger negative peak the lower buffer layer. The negative peak ranges in 
value from -0.38 (at 105a) to -2.0 (at 130a). v'w' behaves very differently. It begins with a posi- 
tive value and quickly declines to a negative peak in the outer layer. For the majority of profiles, 
v'w1 crosses zero again in the log layer; it achieves a positive peak in the buffer layer before de- 
cline toward zero at the wall. The positive and negative v'w' peaks are same order of magnitude; 
v'w' lies between -0.2 and 0.2. The free-stream u'w' becomes larger than uV, v'2, or w'2 in the 
lower buffer layer; however, u'v' becomes the dominant shear stress in the log and outer layer. 
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Figures 35-60 present profiles for a variety of derived quantities: the structural parameter, the ve- 
locity defect, turbulent kinetic energy (TKE), Johnston Hodograph, shear stress angle difference, 
anisotropy constant, flow angle, shear stress angle, gradient angle, intensity angle, and flow struc- 
ture parameter S, (see Appendix A). Many of these quantities have been analyzed in the papers 
cited in section 4.1. In particular, Chesnakas and Simpson (1994) discuss the a, parameter, John- 
ston hodographs, and TKE. Ciochetto and Simpson (1994) examined the S, parameter. These 
derived properties are presented here for completeness and because many are referenced in later 
chapters. Some of these quantities are analyzed in the next section for what they indicate about 
the three dimensionality of the flow. 

4.4.2 Three-Dimensional Characteristics 
The main measurements of three dimensionality are the maximum spanwise velocity and the maxi- 
mum flow angle, both in free-stream coordinates. The Johnston Hodographs (Figures 43 and 44) 
provide the best illustration of the maximum spanwise velocity. The hodographs show that the 
spanwise velocity peak grows from ~4% Ue at profile 105a to -13% Ue for profile 130a. The 
peaks occur between U/Ue of 0.45-0.5 which usually corresponds to a position in the log layer 
(30 < y+ < 100). Figure 49-50 show the flow angle in wall-collateral coordinates. The flow angle 
peak grows from ~ -6° at 105a to ~ -19° at 130a. The gradient, shear, and intensity angle also 
provide an indication of the degree of three-dimensionality. In 2DTBLs, these three angles are all 
zero. Figures 51-56 display the values of these angles in wall-collateral coordinates. The 
gradient-angle peak ranges from ~ -14° at 105 a to ~ -38° at 130a. The shear stress angle peak 
grows from ~ -10° at 105a to ~ -32° at 130a. The intensity angle peak increases from ~ -13° at 
105 a to ~ -40° at 130a. Of particular interest is the difference between the gradient and shear an- 
gles. This difference, illustrated by Figures 45 and 46, reflects the anisotropy of the flow; iso- 
tropic flow would have a difference of zero. 2DTBLs are isotropic; most 2DTBL closure models 
poorly predict 3DTBL flow features (e.g., separation) because they assume the flow is isotropic. 
In the outer layer, the gradient angle lags behind the shear stress angle; however, in the buffer 
layer, the opposite is true. Only in the log region does the difference, within uncertainty, come 
close to zero. 

The anisotropy "constant" is a direct measure of the anisotropy of the flow. Figures 47 and 48 
display the anisotropy constant. The flow is nearly isotropic for only a small portion of the 
boundary layer (0.05 < y/8 < 0.4). Very close to the wall (y/8 < 0.04) the anisotropy constant di- 
verges rapidly. In fact, the lowest points in the profile frequently had to be extracted from the 
plots because they dwarf all other points. Tables 8-1 and 8-2 list the missing points. The anisot- 
ropy constant also diverges high in the outer layer (y/8 > 0.5). The last indicator of three dimen- 
sionality is the a, structural parameter. For all 2DTBLs, a, reaches a level peak of 0.15. In 
3DTBLs, the a, peak is smaller. In the current experiment, the a, peak (Figures 35-36) exists be- 
tween 0.09 and 0.12. Overall, the 3D "indicators" verify that the flow field is populated with 
3DTBLs of moderate crossflow. 
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Chapter 5 The Wall Law Correction 
In two dimensional turbulent boundary layers, the friction velocity is a correlation factor that col- 
lapses the velocity profiles. The resulting plot of the velocity profiles reveals a function depend- 
ent on radial distance from the wall alone. The best approximation to this function, from the wall 
to the free-stream, is the Spalding continuous wall law (eqn 5.2). Finding such a correlation for 
three dimensional turbulent boundary layers is much desired. Naturally, work has focused on 
finding 3DTBL wall laws based on the friction velocity. Olceman and Simpson (1992) provide a 
good overview of the proposed wall laws for 3DTBL's and tests them against a number of data 
sets. Their conclusion was that no law is adequate for all flows but that the Spalding wall law 
worked for a majority in a modified form (eqns 5.3 & 5.4). The work of Flack and Johnston 
(1993) and Moin, Shih, Driver, and Mansour (1990) corroborated this find. 

y+ = U+ + E 

f = q++j 

cf= 
x 

bW 
(6.8) 

(5.2) 

(5.3) 

q+=J(u+)2 + (W>)2 (5.4) 

The data for this experiment cannot be directly used to further validate the above results. No skin 
friction measurements were taken, and the lowest data point for each profile remained too far 
from the wall to obtain a direct calculation of the velocity gradient at the wall. Instead, the cited 
results are used as justification for applying the Spalding wall law to the data presented here. 
Originally, only the skin friction coefficient was to be extracted. However, observations, detailed 
in section 5.1, reveal that uncertainties in the position of the first data point required the applica- 
tion of an analytic adjustment. The Spalding wall law can be rearranged to produce the additional 
unknown, Ay, the 'wall refinement'. Section 5.2 discusses recent research, which further supports 
the idea that application of the Spalding Law to this flow is appropriate. The end result on the 
data, described in section 5.3, provides compelling reasons to keep this technique. Section 5.3 
also elaborates the flaws with this approach, particularly those that apply to this data set. The im- 
plementation details of this technique are found in the Appendix B.6. 

5.1 The Case For Wall Refinement 
The most difficult uncertainty to quantify is human error. Human error is the dominant uncer- 
tainty surrounding the position of the first data point from the wall. As explained in section 3.2, 
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the calibration the position of the measurement volume was done by observation with the aid of a 
magnifying lens. The estimated uncertainty, based on measurement volume size, was ± 19um. 
However, simple analysis of the data reveals that it is much more. 

Although no skin friction measurements were made during this experiment, a team of engineers at 
Göttingen made direct skin friction measurements on a 6:1 prolate spheroid at a Reynolds number 
of 7.2x106 (Kreplin, Vollmers, and Meier, 1985). Rough estimates of the skin friction coefficient 
for the LDV measurement locations were derived from the Göttingen data using linear interpola- 
tion. Figure 61 displays the interpolated Cf values. The difference in Reynolds number between 
the two experiments should not translate to a large difference in Cr Therefore, the interpolated Cf 

values will be used to normalize velocity and radial distance in our initial investigation of the flow. 
One immediately finds inconsistencies between the velocity and the radial position at the first 
measurement point for many of the profiles. The first point falls into the range of 9 < y+ < 12; 
however, the velocity varies widely, 5 < q+ < 11. (Figure 65 demonstrates the erratic behavior of 
U,/Ue; normalization by ut was not used to avoid increased uncertainty.) The y+ values place the 
first point near the laminar sublayer (where q+ ~ y+). Here, q+ should hover above nine and the 
tangential velocity should be well behaved. The wide range of q+ values presents a different pic- 
ture. Profile 125c displays the most striking disparity. At the first point, y+ « 9 andq+ «11. The 
three neighboring profiles show that q+ « 8 (123c), q+ « 7 (125b), and q+ « 6.5 (123b) at the same 
position.   The most plausible explanation for this inconsistency is human error in calibrating the 
wall position. 

5.2 Applying The Spalding Law 
One characteristic of this flow that supports application of the Spalding law is the existence of a 
nearly collateral region in the inner layer (y+ < 100). Figures 49 & 50 show the flow angle in wall- 
collateral coordinates; the flow angles are close to zero (< -1°) for y+ < 50. Degani, Smith, and 
Walker (1993) mathematically demonstrated that 3DTBLs will develop self-similar collateral re- 
gions as Reynolds number approaches infinity. However, for finite but large Reynolds numbers, 
pressure gradients can cause significant skewing of the flow. This flow does show some skewing 
for y+ < 50, but the skewing is only slightly larger than the flow angle uncertainty. According to 
the results of Degani, et. al., this region of flow should approximately demonstrate self-similarity 
for all the LDV profiles. 

The channel flow of Flack and Johnston (1993) further supports this position. They demonstrated 
the validity of the Spalding relation in the buffer layer (y+ < 50) of this pressure driven 3D turbu- 
lent flow. The prolate spheroid flow under study is also a pressure driven 3D turbulent boundary 
layer; moreover, both flows examined data in which the maximum transverse velocity was less 
than 15% of Ue. Flack's and Johnston's conclusions should equally apply to this flow. 

Both mathematical and experimental evidence show the inner layer of this flow should approxi- 
mately follow a law of the wall relation. The Spalding equation was re-arranged to produce two 
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unknowns: the skin friction (Cf) and the wall refinement (Ay). The coefficients k and E were re- 
placed with Cole's constants, 0.14 and 5 respectively (Stanford Conference, 1968). The method 
of least squares was applied using the data points in the wall-collateral region (y+ < 40) in order to 
solve for Cf and Ay. 

5.3 Results Using Wall Refinement. 
Figures 64 & 65 show the final results of applying wall refinement to the flow. Figure 64 displays 
Cf for all the measurement locations. Figure 65 plots Ay and U,/Ue. To judge the success of this 
technique, the values of Ay and Cf are judged for realism. Then, the effect of the wall refinement 
on the plots of at were examined and compared with the experimental results of Flack and John- 
ston (1993). 

There is a clear relationship between Ay and the erratic U:/Ue plots. The least-squares solution 
proportionally shifted the data with respect to the behavior of U,/Ue. This behavior is expected; 
near the wall, u+ ~ y+ to leading order. Ten of the thirteen corrections are negative; i.e., the center 
of the measurement volume was above the plexiglass wall when the calibration was done. A very 
thin film of residue or spec of dust could blur the beam reflections coming off of the plexiglass 
window and cause the human operator to prematurely end the calibration. The method of calibra- 
tion involved a moving the measurement volume towards the wall from the outside; thus, the like- 
lihood for the measurement volume being above the wall would be greater. Thus, the tendency 
for the corrections to be negative is reasonable. The wall refinements fall within the estimated un- 
certainty (±19 |im) for seven of the thirteen profiles and within two-thirds of the measurement di- 
ameter (i.e., ± 37 u.m) for all but two of the profiles. The remaining two corrections are larger 
than one measurement diameter. The eleven smallest corrections are within reason. The largest 
two corrections must be examined more closely. 

If the wall refinement technique is sound, then the two profiles with largest corrections (130a and 
125c) must show obvious physical inconsistencies. Profile 130a was the first constructed in the 
experiment. As such, it suffered from long delays between measurements of each point while 
bugs and experimental procedures were refined. Thus, model expansion due to rising tempera- 
tures introduced significant uncertainties in the creation of this profile. Furthermore, early mis- 
takes forced the rerun of many points. The first point was among these. The wall position was 
re-calibrated for the second run of this point; this was executed hours after the measurement of 
the second point. Thus, the distance between these points suffers from large uncertainty. In fact, 
the velocity values of these first two points are closer in value than their distance suggests (u+ = 6 
vs. u+= 7 over a distance y+= 5). This profile contains larger uncertainties than all of the others; in 
the remainder of this paper, it is discussed cautiously. The other profile, 125c, is the exact oppo- 
site; its points were taken in rapid succession. However, the behavior of its means and Reynolds 
stresses only approximates those of its neighbors if the profile is shifted more than one measure- 
ment point to the right (+50 urn); the theoretical correction of+72 |im agrees. 
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The calculated values of Cf provide the first clear evidence that the wall refinement method leads 
to more physically consistent results. Cf was calculated from the Spalding law both with and 
without the wall refinement as an additional unknown. Figure 63 plots CM, i.e. Cf calculated 
without wall refinement. Figure 65 shows Cf.Ay, i.e. Cf computed with wall refinement. Included 
on these plots are the direct skin friction measurements made by Wetzel (1997) on the same 
model at x/L = 0.75. The plot of Cf_Ay is closer overall to Wetzel's data and maintains a similar 
moderate change between points. The plot of Cf.0 contains larger jumps between points than the 
plot of Cf.Ay; this is most evident at x/L=0.7522. However, the average of the values for CM at 
x/L=0.7522 is closer to Wetzel's data than the same three values for Cf.Ay. The large jumps in CM 

are also not consistent with the plot of Cf interpolated from the Göttingen data set (Figure 62). 
Figure 63 compares CM and Cf.Ay with the Göttingen data at x/L=0.7722. The plot shows that the 
Cf.Ay is larger than Cf.0 except at 123a. Cf.Ay is also much closer to the Göttingen values than CM. 
Wim smoother plots and Cf values that are closer, as a whole, to both Wetzel's data and the data 
from Göttingen, Cf.A is a better set of Cf values than CfJ0. 

Plots of a, vs. y+ (Figures 35-38) provide more physical evidence in support of wall refinement. 
Figures 35-36 were constructed using wall refinement (i.e., Cf.Ay and Ay). Figures 37-38 were 
constructed without wall refinement (i.e., CM only). The a, curves constructed with wall refine- 
ment are more tightly bundled than the curves created without the refinement. Flack and John- 
ston (1993) demonstrated that plots of a, vs. y+ collapsed for y+ < 50. Thus, the plots which 
employed wall refinement agree more closely with this experiment than those where the refine- 
ment was not applied. 

The fact that the evidence thus far favors the wall refinement technique is encouraging. The re- 
finements were carried out in the final data reduction. Later findings discussed in the remainder 
of this paper will also lend some support for this technique. However, this method invites further 
investigation. It must be tested against direct skin friction measurements. And, the method must 
be applied to profiles with a greater density of points near the wall; the number of points, which 
were available for curve fit in this experiment, was barely sufficient. 
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Chapter 6 Octant Analysis 
With simultaneous measurements in three orthogonal directions, a unique opportunity exists to 
examine the characteristics of a high Reynolds number flow with octant analysis. Octant analysis 
was chosen over other statistical techniques because its mean two-dimensional flow cousin, quad- 
rant analysis, is the most accurate technique for capturing the ejection event (Bogard and Tieder- 
man, 1986).   The technique also has the simplest application for the broad range of derived flow 
quantities. Statistical analysis techniques, including octant analysis, are used primarily to examine 
the near-wall structures. The majority of Reynolds stress production takes place in the near wall 
region of the boundary layer. Thus, an understanding of the near-wall dynamics provides the nec- 
essary background for discovering computational simplifications. The discussion will focus 
mainly on the near-wall region with some mention of outer layer dynamics. 

This chapter takes an in-depth look at applying octant analysis to the LDV data. The chapter will 
define the octants and the decomposition of the Reynolds stress tensor. As stated in the introduc- 
tion, statistical techniques require a structural model as the basis for interpreting the results. The 
structural model will be constructed through a review of recent 3DTBL structural experiments 
and the common elements of 2DTBL structural experiments. Then, application issues, including 
the choice of coordinates system, will be examined. The octant populations and decomposed 
Reynolds stress tensor are discussed next. The chapter ends with a detailed analysis of the results 
and a comparison with other 3DTBL coherent structure experiments. 

6.1 Octant Definitions 
Octant analysis separates the measurements into octants of velocity space. Each octant represents 
a flow event: interactions, sweeps, or ejections. Table 6-1 presents the definition of each octant. 

Table 6-1: Octant Definitions 

Octant # 
Sign of 

Event u' V1 w' 
1 + + + Interaction 
2 - + + Ejection 
3 - - + Interaction 

4 + - + Sweep 

5 + + - Interaction 

6 - + - Ejection 
7 - - - Interaction 

8 + - - Sweep 
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The contributions to the Reynolds stress tensor from individual octants may deliver insight into 
the mechanics of the separating 3DTBL. Equations 6.1-6.6 demonstrate the results of breaking 
the Reynolds stress tensor into eight octants. 

M
M
\       )i /=iK'V        Ji (6.1,6.2) 
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ßj is the weighted population percentage for the given octant. The inverse-of-the-speed weighting 
factor was used to obtain the velocity statistics (see Appendix A.2). If no weighting factor were 
used, then ß( would simply be the number of measurements occupying "octant i" divided by the 
total number of measurements. Instead, ß| is the sum of the weighting factor associated with the 
measurements populating "octant i" divided by the sum of the weighting factor associated with the 
total number of measurements. For example, if the sum of the inverse-of-the-speed weighting for 
all measurements at a given location were 50 (seconds/meter) and the sum for only those points 
occupying octant 4 were 20 (seconds/meter), then ß4 would be 0.4. Figures 104-107 display pro- 
files of ßj for each octant. 

The product of ßf and T; (a Reynolds averaged stress using measurements in "octant i") is the oc- 
tant's contribution to x. Figures 78-103 graphically display the octant stress contributions for 
each measurement location. The figures group the octant profiles by stress (i.e. six graphs, one 
for each Reynolds stress, are present for each measurement location). The octant decomposition 
for each profile is presented in both wall-collateral and free-stream coordinates. Figures 118-127 
plot X; for a subset of the profiles. These figures also group xx by stress and present it under both 
wall-collateral and free-stream coordinates. 

6.2 Establishing The Structural Model 
Interpretation of octant analysis requires the construction of a structural model. In this section, 
recent 3DTBL structural experiments are reviewed. They form the framework in which the re- 
sults are discussed. These studies assume that the structural detail of 3DTBLs does not differ sig- 
nificantly from that of 2DTBLs as reviewed by Robinson (1991) and Kline (1992). A summary of 
these reviews follows. 

The sublayer (y+ < 7) is turbulent, not a steady laminar flow. This region of flow is dominated by 
unsteady regions of high and low speed velocity called "streaks". The majority of turbulent en- 
ergy production occurs in the buffer layer (7 < y+ < 30), which is characterized by ejections (u' < 
0, v' > 0) and sweeps (u' > 0, V < 0). Ejections are the sudden eruption of a low speed streak 
away from the wall. Sweeps are wallward injections of high speed fluid. Ejections and sweeps 
are frequently associated with quasi-streamwise vortices (QSVs). QSVs dominate the near-wall 
activity in the majority of proposed structural models in the literature (Robinson, 1991). Whether 
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all ejections and sweeps occur in the presence of QSVs is not clear. However, the fact that the 
majority (~ 80%) of observable sweep and ejection events occur in pairs leads credence to the no- 
tion that QSVs are present (Kline, 1992). Recent DNS studies have also demonstrated a strong 
relationship between sweep-ejection events and QSVs (Robinsion, 1991). Longevity of QSVs 
also remains a point of debate. Most of the 3DTBL experiments discussed in this section assume 
that QSVs have significant lifespans. Octant analysis cannot determine the longevity of a QSV; 
therefore, longevity is given only cursory attention. QSVs occur with either sign of rotation. In 
this discussion, two notations are used to categorize QSVs. QSVs are identified by the sign of 
their rotation, +QSV (positive rotation) or -QSV (negative rotation). Or, the notation introduced 
by Shizawa and Eaton (Eaton, 1995) is used; QSVs are labeled as either "case-1" or "case-2". 
QSVs termed "case-1" have the opposite sign of vorticity compared to the near-wall, mean 
streamwise vorticity. QSVs with the same sign are labeled "case-2". 

A mixture of QSVs and transverse vortices populate the log and wake regions (y+ > 100). Large 
entrainment eddies dominate the intermittent layer where the boundary layer mixes with the free- 
stream flow. These eddies are slowly-rotating, three-dimensional structures; they scale on 8 in 
both the x and z directions. The interaction of the eddy and free-stream flow appears as a bulge. 
Valleys capturing high-speed, free-stream fluid exist between bulges; these valleys can span most 
of the boundary layer. The valleys potentially initiate the near-wall instability that causes the 
ejection/sweep process and the formation of QSVs. This completes a short summary of current 
2DTBL structure knowledge. This section continues with a review of 3DTBL structure 
experiments. 

Chiang and Eaton (1993) examined a rotating disk flow using LDV and flow visualization tech- 
niques. They concluded that case-1 and case-2 QSVs occur in equal numbers but that case-1 
QSVs produce stronger ejections than their case-2 counterparts. This asymmetry contributes to 
the lower production of Reynolds shear stress in 3DTBLs. The reduced strength of QSV-induced 
ejections was attributed to interaction between the QSV and the crossflow. This interaction 
would deflect some ejections in the spanwise direction, reducing their height. The ejected fluid 
experiences a larger velocity difference the higher it rises, and greater velocity differences provide 
greater Reynolds shear stress production. Thus, deflection of the ejected fluid by the crossflow 
results in lower Reynolds stresses. 

Flack and Johnston (1993) used flow visualization to uncover the near wall structure of a channel 
flow with a 30° bend. Like the Chiang and Eaton flow, QSVs of both signs appeared in equal 
numbers and an asymmetry in QSV ejection strength was present. However, the stronger ejec- 
tions were caused by case-2 QSVs, the opposite of the Chiang and Eaton flow. Moreover, Flack 
and Johnston proposed a slightly different model for explaining the weakened ejections. The 
crossflow convects the QSVs from regions of high mean crossflow to regions of lower mean 
crossflow. This causes multiple-QSV interactions which limit the height of the ejection. Flack 
and Johnston (1993) also performed flow visualization in a channel with a sharp step that was 
swept back 45°. Bubbles were generated at y+ ~ 2 and y+ ~ 37. Their results were similar to 
those of the 30° bend flow. However, the QSV count showed a larger number of case-2 QSVs 
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than case-1. They propose that their QSV counting method could have been skewed in favor of 
the case-2 QSV. 

Flack and Johnston (1995) revisited the 30° bend flow using hydrogen bubble visualization. Bub- 
bles were generated at y+ = 2 and y+ = 36. They concluded that QSVs of both types occur with 
the same frequency and the same strength in both the 2DTBLs and 3DTBLs. However, the spac- 
ing between low-speed streaks was smaller in the 3DTBLs; and the low speed streaks showed 
greater stability in the 3DTBLs. This stability and the reduction in Reynolds stresses was attrib- 
uted to a lower frequency of ejection events in the 3DTBLs compared with the 2DTBLs. 

Fleming and Simpson (1994) performed flow visualization in the near-wall region of a wing-body 
junction. Their results were later refined with LDV data in a paper by Fleming, Simpson, and 
Shinpaugh (1995). The experiment focused on the behavior of the near-wall streaky structures in 
a 2DTBL upstream of the wing body junction and a 3DTBL downstream of the nose. They found 
that the inner region flow of the 3DTBL was more stable than that of the 2DTBL; the 3DTBL ex- 
hibited lower streak coalescence and division. This led them to conclude that high speed sweeps 
do not penetrate as deeply into the near wall region in 3DTBLs. The physical model, upon which 
these interpretations were based, was proposed by Simpson and Devenport (1990). Because the 
mean flow obtains a third degree of spatial freedom, the displacement mechanism is no longer 
constrained to produce ejections with symmetric spanwise strength (in the mean). The low-speed, 
near-wall fluid displaced in a sweep event develops a preference for spanwise motion under the 
influence of the transverse pressure gradient. Thus, less fluid ejects upward leading to lower Rey- 
nolds stresses. 

Sendstad and Moin (1992) used direct numerical simulation (DNS) to examine the evolution of a 
3DTBL. The 3DTBL evolved from a 2D channel flow experiencing a sudden spanwise pressure 
gradient. They identified four mechanisms that suppress the production of Reynolds stresses: 

1) Fluid swept toward the wall by case-2 QSVs will not get as close to the wall as in a 
2DTBL. 

2) Ejections by case-1 QSVs generate lower velocity fluctuations because the fluid 
originates at further from the wall than in 2D flow. 

3) The streamwise QSVs are tilted with respect to the near wall streaks. The resulting 
interaction causes the QSVs to eject high-speed fluid from the high speed streaks rather 
than low speed fluid from the wall. This mechanism primarily affects case-2 QSV 
ejections. 

4) The spanwise mean flow retards near-wall penetration of high speed sweeps produced by 
case-1 QSVs. 

The first two mechanisms appear shortly after the spanwise pressure gradient is imposed on the 
simulated flow. The last two develop and grow in influence as the flow evolves. 

Differences exist among the 3DTBL experiments. Flack and Johnston (1993) conjecture that the 
difference between their results and those of Chiang and Eaton (1993) may be due to the 
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difference in the flow region examined. Chiang and Eaton introduced hydrogen bubbles at a 
height of y+ ~ 40, the edge of the buffer region. Flack and Johnston introduced hydrogen bubbles 
at heights of y+ ~ 2 (the sublayer) and y+ ~ 36 (the buffer region). On the other hand, Chiang and 
Eaton suggest the difference may result from the nature of the flows. The Chiang and Eaton flow 
was three-dimensional from inception. The Flack and Johnston flow originated as a two- 
dimensional channel flow with three-dimensional effects imposed at the bend. The resultant flow 
exhibits "higher three-dimensionality" than the disk flow and may remain in an "adjustment 
phase". Chiang and Eaton reference the direct numerical simulation of Sendstad and Moin (1992) 
for support of their hypothesis. The DNS study showed that case-2 ejections are stronger during 
the initial period of the spanwise gradient imposition; however, case-1 ejections regain some im- 
portance as the flow evolves. However, Sendstad and Moin emphasize that the case-1 ejection 
remained more greatly weakened by the crossflow throughout the simulation. The flow of 
Fleming and Simpson (1994) did not discuss QSVs but focused mainly on the behavior of the 
low-speed streaks. Thus, no apparent discrepancy exists between this experiment and the others. 
In fact, Fleming and Simpson agree with the conclusion of Sendstad and Moin and Flack and 
Johnston (1995). The sublayer in 3DTBLs is more stable due to a reduction of ejection events. 

The background for discussing the octant analysis has been established. The near wall LDV 
measurements will be examined for clues about the dynamics of ejections, sweeps, QSVs, and 
streaks; only minor attention will be paid to higher regions of the flow field. The differences in re- 
sults of recent 3DTBL structural experiments provide specific points of interest for the discussion. 

6.3 Application Issues 
6.3.1 The Coordinate System Problem 
Before examining the octant data for near-wall structure clues, it is important to discuss the 
choice of coordinate system reference. In 2DTBLs, coordinate choice is not an issue; the near 
wall and free-stream flow directions are equal. In 3DTBLs, the near-wall and free-stream flows 
have histories originating from two different directions. Thus, the wall shear stress vector is no 
longer aligned with the free-stream velocity vector. A choice of coordinate systems, in which to 
examine the flow, evolves; and the choice isn't restricted to just free-stream or wall-shear-stress 
coordinates. Four different angles are commonly used in the examination of 3DTBLs: flow angle 
(af), gradient angle (ocg), stress angle (oct), and intensity angle (a±). (Figures 49-56 show profiles 
of each angle in wall-collateral coordinates.) Neither of these angles is constant throughout the 
boundary layer. If one wishes to view the flow profile in a fixed set of coordinates based on one 
of these angles, one would have to choose the angle at a particular height. 

Octant analysis shows different trends based on coordinate system choice (Sendstad and Moin, 
1992). The most appropriate direction in which to examine the near wall structures is in a coordi- 
nate system whose x-axis roughly points in the "preferred" direction of the QSVs. The "pre- 
ferred" direction shall be defined as the direction from which the average angular deviation of the 
QSVs' axis is at a minimum; in other words, the majority of QSVs are nearly streamwise in this 
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axis system. This direction will be denoted by the symbol, av. As yet, no one has determined 
what this direction is or even if it exists. The studies cited in section 6.2 demonstrate that 
3DTBLs are not radically different than 2DTBLs; this provides some assurance that av still does 
exist. Unfortunately, the data in this experiment cannot be used to directly determine this direc- 
tion. Simultaneous measurements at multiple points in the flow field are required to define av. 
Instead, this paper will start with the hypothesis that ocv does exist and that this direction is close 
to one of the flow property angles at some height in the flow. The next step is to narrow the 
coordinate-system candidates to a small list. As luck would have it, the list can be reduced to 
only two systems. The following paragraphs contain the pros and cons for each coordinate sys- 
tem and the rationale for reducing the list to two. Once the two candidate systems are identified, 
some interesting aspects of coordinate system choice are immediately apparent and discussed. 

The free-stream coordinate system, based on af (Figures 49-50) at the edge of the boundary 
layer, has been the traditional context for describing flow structure because "three-dimensionality" 
is seen to grow from the wall outward. The free-stream coordinate system was used as the con- 
text of discussion for all of the flow visualization experiments cited above. Only the DNS study 
of Sendstad and Moin deviated from this trend; they used a fixed coordinate system aligned with 
the channel centerline during the initial period of 3D flow development. (At later times, they used 
a variety of axis systems to investigate the Reynolds stress behavior.) Even though the flow along 
the free-stream coordinate system has a different history than that of the near wall flow, it remains 
a valid coordinate system choice for discussing near-wall structures. The 2DTBL studies demon- 
strated that sweep motions influence the near wall dynamics. These sweep motions originate from 
various heights including the wake region, which is more closely aligned with the free-stream 
flow. (These are more likely to be "entrainment sweeps"; i.e. sweeps resulting from the entrain- 
ment of free-stream flow by the intermittent-layer eddies rather than QSVs.) Also, traditional use 
of free-stream coordinates provides a compelling reason to keep it for comparison purposes. 

Ideally, one of our candidates would be the wall shear-stress coordinate system which represents 
the limit of ocf as one approaches the wall. However, no direct measurements of the wall shear- 
stress angle were made. Instead, it will be assumed that the ocf measurements near the wall are 
close in value to the wall shear-stress direction. The quasi-collateral nature of the flow provides 
the justification for this assumption. The resulting "wall-collateral" coordinate system replaces the 
wall shear-stress coordinate system in our deliberations. Wall-collateral coordinates perceive the 
flow in the direction of the mean tangential velocity component near the wall. If the dual history 
description of 3DTBLs is accurate, the near-wall coherent structures would exist in the vicinity of 
the near-wall mean velocity direction since they have a primary influence over the flow dynamics. 
Thus, the wall-collateral coordinate system has potential for alignment in the neighborhood of the 
QSV axes. Moreover, this coordinate system is a good contrast to the free-stream coordinate 
system. It will be our second choice. The angle between the wall-collateral and free-stream coor- 
dinate systems will be denoted by the symbol, ccwc (see Figures 51-52). 

27 



A coordinate system based on ag holds potential because one of its components, g-, is the major 

contributor to the streamwise vorticity. This coordinate system represent the direction were the 
average streamwise vorticity is approximately zero; -^ would still contribute. As defined, QSVs 
are not true vortices; however, they do exist in a region of high vorticity although the converse is 
not necessarily true (Robinson, 1991). The flow visualization experiments of Chiang and Eaton 
and of Flack and Johnston both showed that near wall QSVs of both signs occurred equally in 
3DTBLs. Since QSVs of opposite sign contain vorticity of opposing sign, the vicinity of mini- 
mum streamwise vorticity becomes a good candidate for av. Nevertheless, the quasi-collateral 
nature of the current flow near the wall causes ag to coincide with a£, within uncertainty. Figures 
51-52 show that, near the wall, ag is almost zero in wall-collateral coordinates. Therefore, a "gra- 
dient" coordinate system based on near-wall ag and the wall-collateral coordinate system are 
nearly parallel and there is no need to treat the "gradient" coordinate system as a separate case. 

Both ax and a± have merit in the discussion because they are based on the Reynolds stresses 
whose behavior is of primary interest in octant analysis. In a coordinate system aligned with aT, 
v'w' is zero. Using v'w' as the basis for a coordinate system is problematic near the wall. The un- 
certainty in v'w' is a large percentage of its near-wall values. The resulting uncertainty for ccT is, 
consequently, very large, -6°; the scatter of ax seen in figures 53-54 reflects the uncertainty. The 
lack of aT's reliability makes it a poor choice on which to base a coordinate system. Therefore, it 
was not used in the analysis. In a coordinate system aligned with ai; u'w' is zero. In other words, 
the mean inviscid skewing in a plane parallel to the wall disappears. QSVs could show a prefer- 
ence for this direction if the inviscid skewing is significant compared to the viscous skewing. This 
cannot be directly tested using the present measurements. This coordinate system also maximizes 
the u'2 stress. Ejections and sweeps are frequently the cause of large u' in the buffer layer; there- 
fore, the direction of maximum u'2 should also be near the average direction of the QSVs. Luck- 
ily, oq and af almost coincide near the wall, within uncertainty; figures 55-56 demonstrate that, 
near the wall, a( is close to zero. An "intensity" coordinate system is nearly parallel to the wall- 
collateral coordinate system; there is no need to treat the intensity coordinate system as a separate 
case. 

Thus, the list of coordinate choices was narrowed to two, free-stream coordinates and wall- 
collateral coordinates. The free-stream coordinate system was chosen for its historic value and 
because sweeps can originate from the flow field it best describes. The wall-collateral coordinate 
system has the distinction of being parallel, within error, to two of the other coordinate system 
candidates and provides a good contrast to the free-stream system. Two important differences 
immediately emerge when examining the coordinate system choices. 

The first difference is the shape of the spanwise velocity profile. In free-stream coordinates, the 
profile shows the characteristic near-wall bulge. In wall-collateral coordinates, the bulge disap- 
pears. Instead, the spanwise velocity decreases monotonically until it reaches a negative peak 
value in the outer layer. This profile has the same shape as the spanwise profile of Sendstad and 
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Moin's DNS experiment except that W is negative. Interestingly, both Chiang and Eaton (1993) 
and Flack and Johnston (1993) base some of their flow interpretation on the existence of the near 
wall bulge. Chiang and Eaton explain one observed ejection trajectory, which they named a 
"curl", in the context of a near wall bulge. A curl occurs when the fluid ejected by a case-1 QSV 
rises above the "bulge". The fluid now convects more slowly than the QSV below it and is soon 
forced back toward the wall by the downwash side of the QSV. Flack and Johnston state that the 
ejection events they uncovered were created by multiple QSV interaction. This interaction occurs 
because near-wall QSVs are convected further in the spanwise direction by the "bulge peak" than 
the QSVs above them. Flack and Johnston almost dismiss comparison with the DNS study be- 
cause it does not have a bulge in its profile. The true issue could be coordinate system choice. 

The other emerging difference is the sign of the near-wall mean streamwise vorticity, cox: 
„ _dW_dV 
^-dy    dz (6.7) 

dW BV 3W 
In the present flow (as with most flows), the dy is much larger than dz. Thus, By generally deter- 
mines the sign of cox. In free-stream coordinates, cox is positive below the spanwise velocity bulge 
and negative above it. In the wall-collateral coordinates, cox has a constant negative sign. The 
wall-collateral coordinate system, thus, simplifies the classification of QSVs. A case-1 QSV, as 
defined in section 6.2, would oppose cox throughout the boundary layer in wall-collateral coordi- 
nates. In free-stream coordinates, the case-1 QSV opposes cox close below the bulge, but has the 
same sign as cox above the bulge. 

6.3.2 The Octant-QSV Mapping Problem 
Now that the coordinate systems have been chosen, there is another issue to address, the mapping 
of octants to a QSV of a particular sign. Such a mapping is only meaningful if the height of the 
QSV is known. Below the QSV center, one mapping applies; above the QSV center, a different 
mapping applies. Numerous QSVs are created and convected during the typical measurement pe- 
riods for data points in the current flow. The octant-QSV mapping for a flow region must be sta- 
tistically significant to be useful; i.e., either the bottoms or the tops of the QSVs must dominate in 
a given region. Structural experiments for 2DTBLs demonstrate such a region near the wall. 
Flack and Johnston (1993) cite the work of Robinson when discussing the near-wall concentration 
of QSVs. According to Robinson, the centers of QSVs can be found in the range 10 < y+ < 250 
with the largest number of QSV centers found near y+ ~ 30. The average diameter of a QSV is d+ 

~ 34. For a 2DTBL, the sublayer and buffer region are dominated by the bottoms of QSVs. 

Recent studies show that the same conclusion can be applied to 3DTBLs. Sendstad and Moin 
(1992) demonstrate that QSV induced events do not penetrate as deeply into the wall layer. This 
discovery was corroborated by Fleming and Simpson (1994) and Flack and Johnston (1995). 
Both experiments examined a flow with an initial 2DTBL which evolved into a 3DTBL. Both 
discovered that the near-wall streaky structures are more stable in the downstream 3DTBL com- 
pared to the upstream 2DTBL. However, Fleming and Simpson (1994) proposed that the 
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increased stability may be due to flow acceleration near the wall rather than a decrease in 
ejetion/sweep events. If the average size of a QSV has not change appreciably in 3DTBLs and 
the increased stability in 3DTBL streaky structures is due to decreased ejection/sweep events, 
then the region for a valid octant-QSV mapping is, at worst, equivalent to that of a 2DTBL; but it 
has potential to be taller. Flack and Johnston's (1995) flow visualization results further support 
the notion that the buffer layer is dominated by the bottoms of QSVs. They found that ejections 
of bubbles introduced at y+ = 2 were caused by a single QSV. Ejections of bubbles introduced at 
y+ = 36 still originated from a single QSV and only a minority exhibited trajectories attributed to 
multiple-QSV interaction. The average ejection height of hydrogen bubble emitted in the sublayer 
(at y+ = 2) was y+ ~ 46; the ejection height of bubble introduced at y+ = 36 was y+ ~ 70. There- 
fore, the bottoms of QSVs dominate for at least y+ < 50. If the coordinate system that is aligned 
with the QSV axes in the buffer region is known, then one can successfully map the QSV events 
into particular octants. Figure 6-1 elaborates on Table 6-1 with this octant-QSV event mapping. 

v v 

Octant 2 : 
Negative QSV 

Ejection 

Octant 3: 
Interaction 

Octant 1: 
Interaction 

Octant 6: 
Positive QSV 
Ejection 

i> ■U 

W( + ) 

Octant 4: 

Negative QSV 

Sweep 

-@ 

Octant 7: 

Interaction 

Octant 5: 

Interaction 

•U 
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Octant 8: 

Positive QSV 

Sweep 

Figure 6-1. Octant-Vortex Mapping 

Identifying the octant-QSV event mapping is only half the problem. Not all the data points that 
fall within an octant can be associated with a particular event. Thus, one must determine whether 
QSV events have a dominating influence over other, usually random, events that fall within their 
mapped octant. The 2DTBL studies of Bogart and Tiederman (1986), Luchik and Tiederman 
(1987) and Willmarth and Lu (1972) partly addressed this problem. Bogart and Tiederman 
(1986) compared the results of quadrant analysis with flow visualization. Quadrant-2 data (u < 0, 
v > 0) that fell outside of a certain threshold had high probabilities of being associated with an 
ejection event. The threshold His given by equation 6.8. Data points below H ~ 1 have a ran- 
dom probability of belonging to an ejection event. However, the analysis showed that even with a 
threshold of zero, only one third of the quadrant 2 data did not occur during a visual ejection 
event. 
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H=_m2_ (6.8) 

Unfortunately, these results only address the correlation of quadrant-two data with the ejection 
process. A similar study was not performed for sweeps. Furthermore, it is uncertain whether the 
threshold value equally applies to 3DTBLs. Also, Luchik and Tiederman (1987) demonstrated 
that applying thresholds to quadrant analysis captures less than 25% of the duration of each ejec- 
tion event even though the technique accurately detects the event itself. Therefore, conditional 
averaging based on thresholds produces inaccurate stress contributions. Fortunately, Willmarth 
and Lu (1972) showed that the contribution to the Reynolds stress made by points under a thresh- 
old can be very small. The contribution of points under H = 0.5 was 1% of uV. Thus, these 
studies demonstrate that ejection events do dominate over other quadrant-two data. Therefore, 
no data will be excluded from the octant analysis for fear of losing important information or com- 
promising comparisons between all octants. It will be assumed that contributions from structural 
events have a dominating influence over contributions from random events as demonstrated by 
Willmarth and Lu. Thus, the threshold technique for detecting bursts developed by Bogard and 
Tiederman (1986) will not be used; this exercise is left for future work. 

6.3.3 Analyzing The Population Distribution 
An often ignored but interesting set of data made available by octant analysis is population distri- 
bution of velocity events among octants. Before examining the octant population data, three ma- 
jor issues that affect interpretation of the results must be addressed. First, the validity of 
attributing octant population trends to coherent structures must be established. Second, the dis- 
tribution of random events in velocity space must be explained. Third, uncertainties relating to 
coordinate rotation and population size are discussed. 

QSVs dominate the Reynolds stress production in the near-wall flow. Section 6.3.2 established 
that trends in stress contributions from even octants can reasonably be attributed to actual ejection 
and sweep events. However, there is little experimental evidence that provides the same assur- 
ance for attributing octant population trends to these velocity events. The comparison study of 
Bogard and Tiederman (1986) does indirectly address this question. The study examined the cor- 
relation between visual ejections and anemometry measurements when a threshold of zero was ap- 
plied to quadrant two; i.e., all of the quadrant-two data was included. Only one third of the data 
did not correlate with an ejection event. Thus, it appears that coherent structures, by their defini- 
tion, would have a dominant influence on octant population values. All other motions would, by 
necessity, appear randomly. 

Unfortunately, random motions may not populate octants evenly nor may they be represented by 
the same population percentage throughout a boundary layer. The octant coordinate system ori- 
gin is directly based on the velocity distribution via the mean velocity; if one removed the coher- 
ent motions, the remaining random motions would produce a different mean velocity from which 
to base the coordinate system origin for the octant analysis. However, coherent motions have di- 
rection; thus, octants containing velocity events tied to coherent structures should see an 
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appreciable change in their population when the coordinate system axes rotate through a coherent 
structure. Thus, comparative examination of the free-stream and wall-collateral coordinate sys- 
tems will uncover large population changes related to coherent structures that have a near stream- 
wise or near transverse direction. 

Uncertainties related to coordinate system and population size can also affect the distribution of 
points in the octants. The velocity distribution is vaguely egg-shaped. The major axis of this 
"egg" points near the direction of the U axis; the rounder "bottom" of the egg exists in the nega- 
tive u' region. The minor axes of the "egg" point near the direction of the W and V axes. Points 
exist in a wider range along the U axis than along either the V or W axis. As one approaches the 
wall, the egg compresses along the V axis. Even if one assumes that points were distributed 
evenly within this egg, small rotations about the wall normal direction can lead to a net transfer of 
points between octants that share the U axis. As one approaches the wall, uncertainty in the wall 
normal direction can also lead to significant population contribution uncertainties as the distribu- 
tion along the V axis flattens. Thus, the 0.5° uncertainty, which applies to both the wall normal 
coordinate systems (ccf) and the wall normal direction, could lead to an absolute population un- 
certainty of +0.6% for any octant. 

Sample size can also add uncertainty, particularly near the wall. As explained in section 3.2, data 
recording rates became low near the wall. The desired 16,384 data points was not always obtain- 
able before the seed began to cover the plexiglass window and generate false, zero-velocity data. 
However, the number of points was always greater than four thousand. These numbers provide 
low statistical uncertainty for the mean flow quantities. However, it is not certain whether they 
are sufficient to examine coherent structures through their influence on octant populations. This 
examination has two requirements. A statistically significant number of coherent structures must 
pass through the measurement volume during the observation. Enough data points, which relate 
to these structures, must be collected so that this data can be discernible from random events; i.e., 
multiple measurements must be recorded for the duration of each structural event. Unfortunately, 
quantifying this uncertainty relies on two unknown quantities: the average duration of a structural 
event at a point and the average time between structural events. These values have been calcu- 
lated for low-Reynolds-number 2DTBLs over a flat plate (Bogard and Tiederman, 1986); how- 
ever, there are no equivalent experiments for high-Reynolds-number 3DTBLs. If the numbers do 
not drastically change for the high-Reynolds-number 3DTBL case, then even the smallest sample 
size and data rate in this experiment is more than sufficient. Thus, the uncertainty caused by sam- 
ple size is negligibly small compared to the uncertainty due to coordinate rotation. (If this were 
not the case, then the sample size, though statistically significant, would fail to fully capture the 
velocity distribution and, thus, produce questionable Reynolds stress results overall.) 

6.3.4 Application Limitations 
The application issues discussed in the previous three subsections clearly demonstrate the limits of 
octant analysis in examining the near wall structure of 3DTBLs. Although much of the present 
work in 3DTBL structures heavily centers around the QSV model, there exists too many 
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unknowns to definitively connect velocity events in a particular octant with a QSV of a particular 
sign. The results and analysis that follow will focus purely on ejection and sweep events without 
regard to the coherent structures that cause them. Only when the discussion compares the results 
with the 3DTBL experiments surveyed in section 6.2 will the octant-QSV mapping be applied un- 
der the justifications established in this section. Nevertheless, Shizawa and Eaton's (1995) idea 
for classifying QSVs by how their sign of rotation compares with the mean, near-wall voritcity 
will be carried forward. Sweeps and ejections created by QSVs are associated with a w' that has 
the opposite sign of the QSVs rotation. Generalizing the classification to all ejection and sweep 
motions, the end result is very simple. Case-1 ejections and sweeps are associated with a w' that 
has the same sign as the mean, near-wall vorticity. Case-2 ejections and sweeps are associated 
with a w' that has the opposite sign of the mean, near-wall vorticity. The reason for adapting the 
classification is that some trends appear to be symmetric about the mean, near-wall vorticity. 

6.4 Results 
The following discussion contains a large number of references to the measurement profile loca- 
tions. Identifying each location by its axis (x/L) and radial (())) coordinate can lead to cumbersome 
grammar. To make references to profile locations concise, the discussion uses the identification 
scheme defined in section 3.3. 

Figures 78-103 contain plots of the octant contributions to the Reynolds stress grouped by stress; 
the stresses are normalized by the square of the free-stream velocity (not Ut). Figures 78-90 are 
in wall-collateral coordinates; Figures 91-103 are in free-stream coordinates. Figures 104-107 
display the weighted octant populations (ßi). Figures 118-127 contain octant stress plots for a 
subset of the boundary layer profiles. The octant stress plots show the Reynolds averaged stress 
within a single octant rather than the contribution to the total. These plots provide a "population 
neutral" view of the velocity events occupying an octant. If octant 1 contained a small population 
with strong u' and octant 2 contained a larger population with equally strong u', then the octant 
contribution plots would show that octant 2 contributes more to u'2 than octant 1; however, the 
octant stress plot would show that the value of u'2, averaged within each octant, is equal. 

Before discussing the octant contributions, it should be noted that profile 125a has an anomalous 
dip in u'2 and uV at the third point. There appears to be no physical reason for the dip; the experi- 
mental data shows no signs of velocity clipping. However, the lab notes do reveal that the third 
and fourth point were measured immediately before the first and second. This leaves open the 
possibility of large positional errors in the first four points if the probe position was re-calibrated 
after measuring points three and four but before measuring points one and two. Unfortunately, 
there are no notes that indicate that this was the case. Thus, without any clear justification for re- 
moving it, this location is used in the discussion even though it skews the discussion of contribu- 
tion peaks. It should also be noted that the profile at 125c does not penetrate below y+ = 16.68. 
As will later become evident, this eliminates profile 125c from many discussions of the near-wall 
dynamics and statistics. 
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The next seven sections detail the population distribution and octant contribution to the six Rey- 
nolds stresses. Each section discusses: 

1) The relative order of the octants by contribution size including the difference in size 
between ejection contributions (octants 2 and 8) and between sweep contributions 
(octants 4 and 6) of opposite sign w'. 

2) The near-wall locations were sweep contributions overtake ejection contributions 
(Reynolds stresses only). 

3) The location of the contribution peak for each octant (Reynolds stresses only). 
4) The difference in contribution values between free-stream and wall-collateral coordinates 

(population, u'2, v'2, w'2, and uV only). 
5) The average near-wall difference in contribution between ejections and sweeps associated 

with same-sign w' (w'2, u'w', and v'w' only). 
The detailed analysis is a very dry read. The casual reader may skip these sections and proceed to 
the discussion in section 6.5 which highlights the most important trends that are revealed in the 
analysis. 

6.4.1 Octant Population 
Figures 104-107 display the weighted octant populations (ß±). ß± of the interaction (odd) octants 
is generally smaller than the sweep and ejection octants. This is expected; the boundary layer is 
dominated by sweeps and ejections except possibly very close to the wall (Robinson, 1991). Un- 
der both coordinate systems, $± remains steadily close to 0.10 in the outer layer for all interaction 
octants. As one approaches the wall the behavior varies with each octant. Octant 1 maintains the 
nearly flat 10% level throughout the boundary layer. Octant 5 begins to decline in the buffer layer 
and approaches a value of 5% to 6% at the lowest measured points. Interestingly, octants 1 and 5 
show little change between the coordinate systems. Octant 7 shows a slight decrease in the log 
layer, then quickly increases as one enters the buffer layer. This increase appears to grow with in- 
creasing 0. The effect is more evident when viewed in free-stream coordinates than from wall- 
collateral coordinates. In wall-collateral coordinates, ß± dips to -7% at y+ ~ 20; then, the points 
scatter during the recovery period to a range of 8% to 16%, barely approaching the level of the 
ejection/sweep octants. In free-stream coordinates, the dip in ßt is smaller; it lowers only to -8% 
at y+ ~ 20. The population then steeply climbs to a range of -10% - 20% at the lowest measured 
point. Many of the free-stream profiles show that the Octant 7 events become more numerous 
near the wall than either the +w' ejection or -w' sweep events (octants 2 and 8). Octant 3 also dis- 
plays a significant variation between the coordinate systems. In wall-collateral coordinates, $L be- 
gins a slow decline in the log layer to -6% at y+ ~ 20; then it recovers a little to -8.5% near the 
wall. In free-stream coordinates, the decline does not cease but levels out to -5.5% near the wall. 

The ßt profiles of the ejection-sweep (even) octants clearly demonstrate how influential these 
events are in contributions to the Reynolds stresses. In free-stream coordinates, these octants 
have ß, values between 10% and 27%. In wall-collateral coordinates, the range of ß± is narrower, 
between 12% and 21%. In fact, the ßt profiles of the even octants are almost flat in wall- 
collateral coordinates. Without the need to account for large variations in population percentage 
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along the profile, a more straight forward comparison of the Reynolds stress contributions from 
even octants can be made in wall-collateral coordinates. The other striking trend in the even oc- 
tant populations is the cross coupling of the sweeps and ejections with w' of differing sign. The 
-w' ejection octant shares nearly the same population values and same trends as the +w' sweep oc- 
tant. The same holds true for the -w' sweep and +w' ejection. This behavior is present in both co- 
ordinate systems; but it is more exaggerated in free-stream coordinates. In free-stream 
coordinates, ß1 for octants 2 (+w' ejection) and 8 (-w1 sweep) range between 10% and 17% near 
the wall; ßA for octants 4 (+w* sweep) and 6 (-w' ejection) lie between 16% and 27%. The per- 
centage ratio of-w' to +w' ejection events ranges from 54/46 to 72/28 with a median of 66/34 at 
the bottom point. The ratio for sweeps (-w'/+w') is nearly the opposite, 47/53 to 34/67 with a 
median of 38/62. Both ratios widen with increasing aM and narrow as one moves away from the 
wall. At the sixth measurement point away from the wall (y+ ~ 70), the range for both ratios is 
approximately 45/55 to 55/45 with a median of 50/50. In wall-collateral coordinates, ßi for oc- 
tants 2 and 8 hovers about 17.5; ß> for octants 4 and 6 have a smaller value of about 0.15. Rota- 
tion to wall-collateral coordinates appears to have promoted octants 2 and 8 over octants 4 and 6. 
Moreover, the population difference has narrowed considerably. The percentage ratio of -w' to 
+w' ejection events ranges from 49/51 to 42/58 with a median of 46/54. The ratio for sweeps is a 
near mirror opposite, 59/41 to 52/48 with a median of 55/45. These ratios change very little 
within the inner layer. At the sixth measurement, the median for the ejection ratio moves very 
slightly to 45/55; the median for the sweep ratio remains unchanged at 55/45. Thus, the ratios 
maintain nearly the same value throughout the buffer and lower log layer (y+ < 70). 

Figures 108 and 109 take a closer look at the octant population differences between the two coor- 
dinate systems. These figures plot the population in free-stream coordinates subtracted by the 
population in wall-collateral coordinates. There are symmetries in the differences near the wall. 
Population differences can be coupled into mirror-image pairs: octant 1/octant 5, octant 2/octant 
6 (ejections), octant 3/octant 7, and octant 4/octant 8 (sweeps). Referring to Figure 6-1, one will 
see that each of these pairs are neighbors along the U axis. Thus, the coordinate system rotation 
causes a much larger exchange of data across the U axis than across the W axis. This is not en- 
tirely surprising. As stated earlier, the velocity distribution is vaguely egg-shaped with the major 
axis near the U axis; thus, larger data exchanges should occur across the U axis. What is surpris- 
ing is the magnitudes of the data transfers. The near-perfect symmetry of the differences demon- 
strates a negligible transfer of points across the W axis. No concentration of points exist near the 
W axis that are within the area crossed by the rotation; data points in this area are evenly distrib- 
uted. Thus, velocity events in close proximity to the W axis correlate with random events or, at 
best, weakly correlate with a coherent structure. In short, there is no coherent structure that pro- 
duces predominantly spanwise movements. 

The data transfers across the U axis can become very large. The average size of the data transfer 
for each octant pair are: octants 1/5 (< 1%), octants 6/2 (< 9%), octants 7/3 (< 5%), and octants 
4/8 (< 7%). The octant pairs are designated by the flow of data as one rotates from free-stream 
to wall-collateral coordinates; e.g., octant 1/5 means that data is exchanged from octant 1 into oc- 
tant 5 as one rotates from free-stream to wall-collateral coordinates. For three of the octant pairs, 
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the data exchange across the U axis is a substantial percentage of the total population of both oc- 
tants. The data transfers are much larger than those that would occur with randomly placed data. 
Thus, large concentrations of data points exist within the area swept by the coordinate rotation. 
Such concentrations are the footprints of coherent structures. Observing the direction in which 
the data transfers happen, one will see that the data transfers counter-clockwise; i.e., data moves 
from the left octant to the right octant for u' < 0 and from the right octant to the left octant for u' 
> 0. The consistent counter-clockwise direction of the transfer and the symmetry of the transfer 
both support the hypothesis that the coherent structures have a preferred direction, a streamwise 
direction. The size of the transfers reveal that all coherent structures may prefer nearly the same 
direction. This theory would be consistent with the structural model of Robinson (1991) in which 
the dynamics of streaks and QSVs are tightly coupled. 

6.4.2 Octant Contributions To u'2 

u'2 (Figures 13 and 14) peaks in the buffer layer. The octant analysis reveals that contributions 
from ejections and sweeps are the primary source of the behavior. In free-stream coordinates, 
only the -w' ejection (octant 4) and +w' sweep (octant 6) contribute significantly. In wall- 
collateral coordinates, all the even octants significantly contribute. The octant contribution curves 
form two groups, although group membership differs between the coordinate systems. In free- 
stream coordinates, the groups are the octant 4/6 pair and then all other octants. In wall- 
collateral coordinates, the groups are even octants and then all interaction (odd) octants. Given 
the major differences between the coordinate systems, details of the contribution plots will be 
separated by coordinate system. The behavior of the u'2 contributions will first be discussed in 
free-stream coordinates, then wall-collateral coordinates. 

In free-stream coordinates, the u'2 contributions of the octant 4/6 pair are greater than the octant 
2/8 pair within the buffer layer.   In the buffer layer, the gap between sweeps (octants 4 and 8) 
reaches a maximum of (u'2)+

4.8 ~ 1.8 (profile 123b) with an average of 0.74 or 38% of the larger 
contributor. (The average includes the first four points in each profile.) The gap between ejec- 
tions (octants 2 and 6) reaches a maximum of (u'2)+

M ~ -2.1 (profile 123b) with an average of-1.1 
or 57%. The location, where the ejection and sweep contributions associated with the same-sign 
w' cross, also emphasizes the difference. The +w' sweep (octant 4) overcomes the +w' ejection 
(octant 2) over the range 19 < y+ < 233 with a median of 140. The -w' ejection (octant 6) be- 
comes greater than the -w' sweep (octant 8) over the range 72 < y+ < 125 with a median of 92. 
(In profile 105a, the -w' sweep does retake the -w' ejection at y+ = 13.3.) Furthermore, the contri- 
butions of the octant 2/8 pair diminish until they mingle with the contribution plots of interaction 
octants 1 and 7. Octant 7 overtakes octant 2 in nine of the thirteen profiles (110a-120a, 125a, 
130a, 120b-125b, 120c, and 123c); this event occurs within 8 < y+ < 23 with a median location of 
13.3. Octant 1 crosses octant 2 in eight profiles (110a-120a, 125a, 130a, 120b-125b, and 120c); 
this event occurs within 8 < y+ < 25 with a median location of 13.4. Within the context of the 
stronger (octant 4/6) and weaker (octant 2/8) ejection/sweep pairs, the sweep contribution does 
become the more dominant contributor as one approaches the wall. For the weaker pair, this 
holds true throughout the inner layer; the -w' sweep crosses the +w' ejection over the range 18 < 
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y+ < 748 with a median of 434. The stronger pair vies for dominance within the buffer layer. The 
+w' sweep overtakes the -w' ejection in eleven profiles (123a and 125a are the exceptions); the 
range is 10.8 < y+ < 21.9 with a median of 12.7. 

Of the interaction octants, octants 1 and 5 dominate over octants 3 and 7 in the log layer. How- 
ever, as one enters the buffer layer the octant 7 contribution increases dramatically. Octant 1 con- 
tributions rise steadily. The contributions from octants 3 and 5 remain almost flat, displaying an 
initial slow rise and then a slow decline. At the wall, octant 7 becomes the largest contributor 
among the interaction octants in nine profiles (110a-120a, 125a, 120b-125b, and 123c); octant 1 
is close behind. The point, at which octant 7 overtakes octant 1, occurs in the range 8 < y+ < 21 
with a median of 14.3. As discussed earlier, the contributions of octants 7 and 1 approach the oc- 
tant 2/8 contributions near the wall as awc increases. Octant 5 follows in a distant third; octant 3 
is the smallest contributor of all the octants. 

The ejection octants peak (see Table 6-2) at different locations in the free-stream coordinate flow; 
moreover, the ejection contributions rapidly decline after reaching their peak. The -w' ejections 
reach a peak in range, 11 < y+ < 21 with an median of 16.7. The +w' ejections reach a peak fur- 
ther up and over much broader range, 18 < y+ < 680 with a median of 27.8. The +w' sweeps ex- 
hibit a peak outside of the first measurement location for less than half of the profiles, not enough 
to be considered a trend. The -w' sweeps peak beyond the first measurement location for all but 
three profiles (110a, 120c, and 125c). This peak typically occurs at the second or third measure- 
ment point: 11 < y+ < 30 with a median of 15. For profile 130a, the true peak occurs at y+ = 646 
although a local peak also exists at y+ = 30. 
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Table 6-2: Location Of Peak u'2 Contribution. 

Free-stream Coordinates 

Octant Location (y+) 

Average Median Low High 

1 14.3 15.9 8.0 21.5 

2 174.3 27.8 18.2 681.7 

3 359.2 477.6 10.1 726.5 

4 11.2 11.2 8.0 16.7 

5 20.2 18.2 10.1 29.9 

6 16.5 16.7 11.0 21.4 

7 11.1 10.1 6.9 21.5 

8 62.9 14.0 10.1 646.2 

Wall-Collateral Coordinates 

Octant Location (y+) 
Average Median Low High 

1 12.9 11.5 6.9 21.5 

2 16.7 16.8 11.0 21.4 

3 88.2 11.3 6.9 477.6 

4 11.7 11.8 8.0 16.7 

5 19.4 18.1 9.1 29.9 

6 17.7 17.5 11.0 25.9 

7 10.8 9.6 6.9 21.5 

8 11.2 11.4 8.0 16.7 

In wall-collateral coordinates, all four ejection/sweep octants contribute significantly more to u'2 

than the interaction octants. The contributions from the interaction octants remain small except 
possibly very close to the wall. The ejection sweep octant pairs identified in the free-stream coor- 
dinate discussion reverse roles in wall-collateral coordinates. Octant 2/8 is the stronger pair; oc- 
tant 4/6 is the weaker pair. However, the difference is much smaller than under free-stream 
coordinates. The gap between sweeps reaches a maximum of (u'2)"^ ~ -0.5 (profile 120a) with an 
average of-0.27 or 17% of the larger contributor. The gap between ejections reaches a maximum 
of (u'2)+,.6 ~ 0.46 (profile 105a) with an average of-0.14 or 10% of the larger contributor. In 
many profiles, the difference diminishes as one approaches the wall. The contributions from the 
ejection octants drop dramatically after they peak in the buffer region. In three profiles (115a, 
125a, and 130a), the ejection contributions reach or dip below the contribution of octant 1, the 
largest contributor of the interaction octants. However, for the remaining profiles, the ejection 
contributions remain at least twice as large as octant 1. In all profiles that extend below y+ of 10, 
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there exists a point where the contributions from both sweep octants surpass both ejection oc- 
tants; this point did not exist under free-stream coordinates where the -w' ejection contribution re- 
mained larger than the -w1 sweep contribution (except at 105a). 

Unlike the free-stream coordinate plots, the location where a sweep octant overtakes the ejection 
octant associated with the same sign of w' do occur for both signs of w'. Moreover, this point ex- 
ists within the buffer layer. The -w' sweep crosses the -w' ejection within the buffer layer in ten 
profiles. The exceptions include 110a and 120a, where the sweep is actually dominant throughout 
the buffer layer, and 125c, where the ejection is dominant throughout the boundary layer. The 
crossover occurs over the range 15 < y+ < 33 with a median of 20. The +w' sweep crosses the 
+w' ejection in eleven profiles. Profiles 123a and 125c are the exceptions; in both, the ejection re- 
mains dominant throughout the buffer layer. The crossover occurs in the range 11 < y+ < 16 with 
a median of 12.8. The +w' crossover location also represents a point where both sweep octants 
surpass both ejection octants. As in free-stream coordinates, the sweep octants become larger 
than the ejection octants in the context of the stronger (octant 2/8) and weaker (octant 4/6) pairs. 
However, this crossover always occurs within the buffer layer and the difference between the 
crossover points for stronger and weaker pairs is less than y+ ~ 5 for a given profile. The location 
where the -w' sweeps contribute more than the +w' ejections is found in the range, 14 < y+ < 28 
with a median of 16.4. (Only 125c does not contain this crossover.) The location where the +w' 
sweep contribution becomes larger than the -w' ejection contribution occurs in the range, 12 < y+ 

< 23 with a median of 14.4. (Only 123a and 125c do not contain this crossover). 

Among the interaction octants, octant 1 remains dominant in a majority of the profiles under wall- 
collateral coordinates. Octant 5 maintains second place until y+ ~ 15. At this point, the contribu- 
tion of octant 5 slowly decreases while the contribution of octant 7 dramatically increases. The 
contribution in octant 7 quickly surpasses that of octant 5. At the point closest to the wall, octant 
7 begins to approach or sometimes slightly surpass the contribution of octant 1. At y+ > 15, oc- 
tant 7 and octant 3 contribute nearly equally and these contributions are the smallest of all the oc- 
tants. For y+ < 15, octant 5 declines toward the contribution level of octant 3, which remains the 
smallest contributor of all the octants. 

The locations of peak ejection contributions (Table 6-2) are found in a much smaller range than in 
free-stream coordinates. For a majority of profiles, the contribution peak occurs at the same point 
for both -w' and +w' ejection octants. Only at 120b and 125b do the peaks occur at different loca- 
tions; even then they are neighboring measurement locations. These peaks occur in the range 11 
< y+ < 25 with medians of-17.4 (+w' ejection) and 18.8 (-w' ejection). The -w' sweeps have a 
peak in less than half the profiles and the +W sweeps have a peak in seven out of the thirteen oc- 
tants. Neither of these constitutes a trend worth exploring in depth. However, it is worth noting 
that the sweep peaks that exists beyond the first measurement point occur at a median of y+ = 12. 

Section 6.4.1 showed that data transfers between octants as one rotates from wall-collateral to 
free-stream coordinates. Coordinate rotation not only transfers points between the octants but it 
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also redefines the velocity components of all points. Thus, a transfer of points does not necessar- 
ily translate into a proportional u'2 contribution transfer. Figures 110 & 111 show the difference 
in octant contributions between free-stream and wall-collateral coordinates (i.e., free-stream con- 
tribution - wall-collateral contribution). Octant contributions do increase or decrease in line with 
population changes. When comparing octants that exchange data (namely all octants except 1 
and 5), the decreasing contributions in octants losing data (i.e. octants four, six, and seven) are 
greater than the increasing contributions in octants gaining data (i.e. octants two, three, and 
eight). In octants that lost data in the transfer, the coordinate rotation apparently also decreased 
the u' component of the remaining points. Octants one and five experienced very little change in 
octant population. Octant one also shows very little change in its contribution. Octant five, how- 
ever, demonstrates a small but significant increase in its contribution. 

6.4.3 Octant Contributions To v^ 
v'2 (Figures 17 & 18) peaks in the outer layer and quickly decreases as one approaches the wall. 
The octant analysis shows that the even octants are responsible for this behavior; they are the 
dominant contributors throughout the boundary layer. The odd octants form a closely grouped 
set of plots that produce a smaller contribution. Although v'2 is invariant to coordinate rotation, 
the octant contributions retain coordinate system dependencies because their populations depend 
on coordinate system. Nevertheless, the near-wall behavior of the octant contributions between 
coordinate systems remains similar when reviewed from the perspective of the case-l/case-2 clas- 
sification of ejections and sweeps (see section 6.3.4). In free-stream coordinates, the case-1 ejec- 
tion and sweep are associated with +w' (octants 6 and 8); the case-2 ejection and sweep are 
associated with -w' (octants 2 and 4). In wall-collateral coordinates, the opposite is true. 

Near the wall, the case-1 sweep provides a slightly higher contribution than the case-2 sweep. In 
opposition, the case-2 ejection contributes more than the case-1 ejection. The case-1 sweep is the 
largest contributor near the wall. In wall-collateral coordinates, the case-1 sweep dominates for 
y+ < 67 at all locations. In free-stream coordinates, this event occurs in the range 17 < y+ < 46. 
The case-2 ejection and case-2 sweep vie for second largest contributor. In free-stream coordi- 
nates, the case-2 sweep delivers the second largest contribution at profiles 105a, 110a, and 115a; 
it is approximately equal to the case-2 ejection contribution at 120a. In wall-collateral coordi- 
nates, the contribution from the case-2 sweep and case-2 ejection converge in the buffer layer (12 
< y+ < 25) for all profiles. The case-1 ejection is the smallest contributor of the even octants in 
both coordinate systems. In wall-collateral coordinates, the octant 2/8 octant pair remains domi- 
nant throughout the boundary layer. In free-stream coordinates, the octant 4/6 pair becomes 
dominant but only near the wall. At some point, the octants 2/8 pair overtakes them and remains 
dominant throughout the outer layer. The point where the cross-over takes place generally in- 
creases as awc increases; it occurs over the range 17 < y+ < 100 with a median of 60. 

Overall, the contribution differences among the sweep/ejection octants are very small for y+ < 30. 
In free-stream coordinates, the average difference between sweep contributions is (v'2)+

48 = 0.025 
|2\+ or 22% of the case-2 sweep. The average difference between ejection contributions is (v'2) 
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-0.029 or 30% of the case-1 ejection. In wall-collateral coordinates, (v'2)+
4.8 = -0.022 or 24% of 

the case-2 sweep; (v'2)+
2.6 = 0.028 or 22% of the case-1 ejection.   The differences are significant 

but to a much smaller degree when the v'2 uncertainty of- 8% is accounted for. Given this un- 
certainty, the magnitudes of (v'2)+

2.6 and (v,2)+
4.8 are approximately equivalent under both coordi- 

nate systems. Also, there is no significant change in the magnitude of either (v'2)+
2_6 or (v,2)+

4.8 

with coordinate rotation. 

Between the -w' sweep and ejection octants, contribution crossovers rarely take place near the 
buffer layer. In wall-collateral coordinates, the -w' sweep contribution dominates the -w' ejection 
contribution throughout most of the boundary layer (y+ < 620) in all profiles.   In free-stream co- 
ordinates, the -w' sweep becomes dominant in four of the profiles: 105a at y+ = 80, 110a y+ = 563, 
120a at y+ = 7.8, and 120b at y+ = 8.2. However, for the remaining profiles, the -w' ejection 
dominates near the wall; it crosses -w' sweep over the range 27 < y+ < 130 with a median value of 
74. The +w' sweep and ejection octants do experience crossovers under both coordinate systems. 
In free-stream coordinates, the +w' sweep overtakes the +w' ejection over the range 33 < y+ < 147 
with a median of 78. In wall-collateral coordinates, the +W sweep overtakes the +w' ejection in 
eleven of the profiles; 125a and 120b are the exceptions. The crossover point occurs over the 
range 7.3 < y+ < 28 with a median of 17. In free-stream coordinates, the majority of profiles do 
not contain a point near the wall where the contributions from both sweep octants surpass both 
ejection octants because the -w' sweep does not overtake the -w' ejection in those profiles. In 
wall-collateral coordinates this point exists in the majority of profiles. Since the -w' sweep domi- 
nates -w* ejection throughout most of the boundary layer and dominates all other octants near the 
wall, the location where both sweeps overcome both ejections is identical to the point where the 
+w' sweep overcomes the +w' ejection. 

Of the interaction octants, only octant 1 stands out from the rest. It is the largest contributor of 
the interaction octants in the buffer region under both coordinate systems. For y+ < 10, the con- 
tribution of octant one approaches the case-1 ejection contribution. Within uncertainty, octants 
three, five, and seven are equivalent near the wall; they are the smallest contributors. 

The location of peak ejection and sweep contributions to v'2 are given in Table 6-3. They move 
only slightly with coordinate rotation even though the contribution values change significantly. 
Only octants 1,4, and 7 show a significant change in the median peak location. The peak contri- 
bution from sweeps and ejections occur mostly in the outer layer, 38 < y+ < 680. 
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Table 6-3: Location Of Peak v'2 Contribution. 

Free-stream Coordinates 

Octant Location (y+) 

Average Median Low High 

1 323.7 256.4 85.4 646.2 

2 383.1 281.2 174.6 681.7 

3 521.8 482.9 77.9 1,514.0 

4 192.7 156.6 38.4 646.2 

5 401.5 293.6 154.3 726.5 

6 112.1 78.9 65.5 261.9 

7 343.6 453.5 85.4 646.2 

8 274.6 243.3 154.3 646.2 

Wall-Collateral Coordinates 

Octant Location (y+) 

Average Median Low High 

1 359.6 453.5 85.4 646.2 

2 338.1 248.5 154.3 681.7 

3 535.5 482.9 174.6 1,514.0 

4 259.3 237.5 70.3 681.7 

5 339.0 250.9 147.8 681.7 

6 179.0 85.4 65.5 646.2 

7 324.0 256.4 85.4 646.2 

8 233.3 240.2 134.2 427.8 

Figures 112 & 113 show the difference in octant contributions between the free-stream and wall- 
collateral coordinate systems (i.e., free-stream contribution - wall-collateral contribution). Unlike 
the u' or w' values, v' values are not affected by coordinate rotation. Thus, the differences demon- 
strate a net transfer of v' between octants. Only the sweep and ejection octants experience a sig- 
nificant transfer of v' near the wall. The contribution difference among the interaction octants is 
minuscule in the buffer layer; only for y+ > 30, do significant differences occur. Changes among 
the sweep and ejection octants, while more significant, also diminish as one approaches the wall; 
they are largest in the log and wake regions. In the near wall region, the ejection and sweep con- 
tribution changes have the same sign as the population exchanges. Thus, the data points trans- 
ferred from the sweep or ejection octant to the other must contain larger V events on average than 
the points originally occupying the recipient. The transferred data has a good probability of true 
association with a high V event such as an ejection or sweep as opposed to a random event that 
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happens to populate an "ejection" or "sweep" octant. Since true sweep and ejection events are re- 
lated to coherent structures (see section 6.2), this bolsters the conjecture (in section 6.4.1) that 
the size of the population exchanges indicate the presence of a coherent structure in the area 
swept by the.rotation. 

6.4.4 Octant Contributions To v/2 

w'2 (Figures 19-22) peaks in the outer layer (y+ > 300). After peaking, it slowly declines until y+ ~ 
50; then it drops quickly to zero at the wall. Unlike the octant plots of u'2 and v'2, the behavior of 
w'2 cannot be attributed to a small set of dominant octants. No clear separation of octant contri- 

bution profiles exist near the wall.   The ejection/sweep octants mix with the interaction octants. 
However, generally the largest contributor remains an even octant and the smallest contributor is 
an interaction octant. Each coordinate system also has a distinct pair of "stronger" ejection/sweep 
contributors and "weakened" ejection/sweep contributors. They are identical pairs to those iden- 
tified in the prior two sections (6.4.2 and 6.4.3); e.g., in wall-collateral coordinates, octants 4 and 
6 are the "weakened" pair. 

In both coordinate systems, the case-1 sweep is the largest contributor near the wall (y+ < 30). 
Within the buffer layer, the case-2 ejection and octant 1 (interaction) vie for next largest contribu- 
tor. In free-stream coordinates, octant 1 overtakes octant 6 (case-2 ejection) in eight profiles; the 
exceptions are 123a, 125b, 120c, 123c, and 125c. This events takes place over the range 9 < y+ < 
27 with a median of 14.8. In wall-collateral coordinates, octant 1 overcomes octant 2 (case-2 
ejection) in all but one profile, 125c. This occurs in the range 9 < y+ < 29 with a median of 15.1. 
Octant 1 dominates over the "weakened" ejection/sweep octants in the buffer region; as one 
moves away from the wall, the "weakened" ejection/sweep octants become larger contributors in 
the log layer. In free-stream coordinates, octant 1 crosses octant 8 (case-2 sweep) over the range 
17 < y+ < 61 with a median of 42.6. In wall coordinates, octant 1 and octant 4 (case-2 sweep) 
cross in the range 17 < y+ < 86 with a median of 22.7; this occurs for all profiles except 125c. In 
both coordinates, the case-2 sweep and case-1 ejection are approximately equal in contribution 
near the wall; however, the case-2 sweep tends to be the larger of the two. Whether octant 7 or 5 
follow in contribution size is coordinate system dependent. In free-stream coordinates, octant 7 
quickly grows in size and overtakes octant 5 in many of the profiles; in wall-collateral coordinates, 
octant 5 remains dominant over octant 7 throughout the inner layer. Octant 3 remains the small- 
est contributor in both coordinate systems. In both coordinate systems, the octant 2/8 pair are the 
largest contributors in the outer layer. However, in free-stream coordinates, the octant 4/6 pair 
overtakes the octant 2/8 pair within the range, 20 < y+ < 140 with a median of 114. 

The disparity in contributions between sweeps and between ejections varies for w'2 under both co- 
ordinate systems. The following w'2 contribution differences are averages based on the buffer 
layer points (first 4 points) of every profile.   In free-stream coordinates, the average ejection 
"gap" is (w,2)+

2.6 = -0.22 or 50% of the larger contributor; the average sweep "gap" is (w'2)+
4.8 = 

0.25 or 52% of the larger contributor. In wall-collateral coordinates, (w'2)+
M = 0.056 or 19% of 

the larger contributor; and (w'2)"^ = -0.10 or 28% of the larger contributor. Thus, (w'2)+
2^ and 
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(w'2)+
4.8 are nearly equal in free-stream coordinates; however, in wall-collateral coordinates, the 

(W2)+4_8 (the sweep disparity) is nearly twice as large as (w'2)+
2_6 (the ejection disparity). Since this 

paper categorizes sweeps and ejections by the sign of w', examining the difference in w'2 contribu- 
tion between sweeps and ejections associated with the same sign of w' is of interest. In free- 
stream coordinates, the contribution difference between the -w' ejection and -w' sweep is (w'2)+

M 

= 0.22 or 48% of the ejection contribution. The contribution difference between +w' ejection and 
+w' sweep is (w,2)+

6.8 = -0.26 or 61% of the sweep contribution. In wall-collateral coordinates, 
(w'2)+

2_4 = -0.12 or 33% of the sweep contribution; and (w12)"^ = 0.044 or 14% of the ejection 
contribution. These numbers reveal two trends. First, (w'2)+

2Jl and (w'2)+
6_8 are much larger in 

free-stream coordinates than in wall-collateral coordinates. Second, in free-stream coordinates, 
(w'2)+

6_8 is larger than (w,2)+
M; in wall-collateral coordinates, the opposite is true. In section 6.5, 

these trends are the foundation for creating a dynamic model based on the production of w'. 

In both coordinate systems, the +w' ejection and -w' sweep generally peak in the outer layer (see 
Table 6-4); the peaks occur in the range, 44 < y+ < 750. In wall-collateral coordinates, the +w' 
sweep and -w' ejection contributions peak over a broader range of locations, 27 < y+ < 750. 
However, the -w' ejection and +w' sweep peak closer to the wall in free-stream coordinates. The 
+w' sweep contribution peaks in the range 11 < y+ < 33 with a median location of 17.5; only pro- 
file 123b does not exhibit this peak. The -w' ejection contribution peaks in the range 18 < y+ < 44 
with a median of 27.6. All of the interaction octants peak in the outer layer (30 < y+ < 750) with 
the exception of octant 1. Octant 1, under free-stream coordinates, peaks in the buffer region 
over the range 9 < y+ < 32 with a median of 19; however, octant 1 has no peak in profile 120a. In 
wall-collateral coordinates, octant 1 peaks over a much broader range, 20 < y+ < 650 but the me- 
dian location of 37.6 remains in the log layer. In general, contributions from sweep and ejection 
octants with same-sign w' do not cross within the boundary layer. However, in free-stream coor- 
dinates, the -w' sweep does overtake the -w' ejection in eleven profiles (110a and 123c are the ex- 
ception). These crossovers occur in the range 44 < y+ < 180 with a median of 112. In 
wall-collateral coordinates, the -w' octants only cross in five profiles (123a, 123b, 125b, 120c, and 
125c); this is not sufficient to be identified as a trend. 
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Table 6-4: Location Of Peak w'2 Contribution. 

Free-stream Coordinates 

Octant Location (y+) 

Average Median Low High 

1 19.71 19.61 6.85 32.02 

2 433.13 477.60 156.60 751.70 

3 536.83 488.00 174.60 864.10 

4 19.07 18.01 10.95 32.65 

5 397.84 477.60 30.13 751.70 

6 30.17 28.28 18.01 43.94 

7 335.66 427.80 85.40 503.60 

8 365.06 453.50 43.77 646.20 

Wall-Collateral Coordinates 

Octant Location (y+) 

Average Median Low High 

1 230.8 37.6 19.6 646.2 

2 426.3 477.6 85.4 751.7 

3 535.7 511.4 174.6 751.7 

4 204.4 42.2 26.6 751.7 

5 378.8 477.6 30.1 751.7 

6 195.2 71.9 38.4 751.7 

7 320.7 427.8 77.6 488.0 

8 346.7 281.2 43.8 646.2 

Figures 114 & .115 show the octant contribution differences between the two coordinate systems 
(i.e., contribution in free-stream coordinates - contribution in wall-collateral coordinates). The 
contribution differences only weakly correlate with the population differences. The coordinate ro- 
tation has a greater influence on w'2 contributions than does the actual data transfer between oc- 
tants. Octant 1 shows a large decrease in w'2 contribution as one rotates from free-stream to 
wall-collateral coordinates despite the fact that it experiences a negligible population loss. Octant 
five, which also undergoes a small population change, has a moderate gain in w'2 contribution. 
Large data transfers occur from the -w' octants to the +w' octants. Nevertheless, the loss in the 
-w' ejection and +w' sweep contributions is -50% larger than the gain in +w' ejection and -w' 
sweep contributions. A significant data transfer also takes place between octant 7 and octant 3. 
However, octant 7 experiences a large decrease in its w'2 contribution and octant 3 achieves a 
very small gain. 
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6.4.5 Octant Contributions To uV 
uV (Figures 23-26) remains positive and slowly climbs to a peak in the range 30 < y+ < 300; then 
it quickly decreases toward zero at the wall. The octant analysis reveals that octant contributions 
fall into two groups. The even octants produce large positive uV contributions that account for 
the majority of the uV stress and its behavior. The interaction octants produce much smaller, 
negative uV contributions. However, in free-stream coordinates, the uV contribution from octant 
1 becomes larger than the octant 2 contribution (+w' ejection) very close to the wall in three of 
the profiles: 115a, 120a, and 130a. Nevertheless, the octant 2 contribution remains larger than 
the octant 1 contribution in the remaining profiles. In wall-collateral coordinates, the gap between 
the even and interaction contributions is wider. Of the even octants, the case-2 ejection and 
case-1 sweep are the stronger contributors for y+< 30 in both coordinate systems; this repeats the 
pattern established in the last three Reynolds stresses (sections 6.4.2-6.4.4).   (At 105a in free- 
stream coordinates, these octants do not actually become dominant until y+ ~ 20; but the state- 
ment holds true for all other profiles) In wall-collateral coordinates, the "stronger" ejection/sweep 
pair (octants 2 and 8) remains the largest contributor throughout most of the boundary layer. In 
free-stream coordinates, the "weakened" ejection/sweep octants (2 and 8) eventually overtake the 
"stronger" ejection/sweep octants (4 and 6) as one enters the log layer; the crossover location oc- 
curs in the range 20 < y+ < 110 with a median of 64. This location increases with aw. 

The contribution differences between sweeps and between ejections is much larger in free-stream 
coordinates than in wall-collateral coordinates. The "gap" averages from the prolate spheroid 
flow were computed using the buffer layer measurements (first four points) of all the profiles. In 
free-stream coordinates, the average ejection "gap" is (u'v')+

2.6 = -0.12 or 41% of the larger con- 
tributor; the average sweep "gap" is (u'v')+

4.8 = 0.10 or 35% of the larger contributor. In wall 
+
2.6 ~ 0.041 or 17% of the larger contributor; (u'v')+

4.8 collateral coordinates, (u'v')+
2.6 ~ 0.041 or 17% of the larger contributor; (u'v')+

4.8 ~ 0.062 or 22% 
of the larger contributor. 

Whether the sweep contributions grow larger than the contributions of their companion ejections 
as one approaches the wall is coordinate system dependent. In free-stream coordinates, the -w' 
sweep overtakes the -w' ejection in profiles 105a-120a. However, the crossing location grows 
closer to the wall as § progress; it decreases from y+ = 18.2 at 105a to y+ = 7.3 at 120a. In the re- 
maining profiles, the -w' ejection remains larger than the -w' sweep down to the lowest measure- 
ment point. The trend is different for the +w' contributions. The +w' sweep grows larger than the 
+w' ejection over a broad range of locations, 20 < y+ < 198 with a median of 104. In wall- 
collateral coordinates, the -w' sweep is larger than the -w' ejection throughout the inner layer in 
nine profiles. In the remaining four profiles (115a, 120b, 120c, and 125c), the -w' ejection mo- 
mentarily climbs higher than the -w' sweep but the -w' sweep regains its dominance near the edge 
of the buffer layer (y+ ~ 28). The +w' sweep overtakes the +w' ejection in the lower portion of the 
boundary layer (except for profile 125c). This occurs over the range 11.8 < y+ < 15.8 with a me- 
dian of 13.5. As a consequence of these numbers, only the wall-collateral coordinate system has a 
location where both sweeps overtake both ejections; this location is identical to the location 
where the +w' sweep crosses the +w' ejection. Thus, wall-collateral coordinates better maintains 
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the near wall importance of sweep events found in 2DTBLs. However, when the sum of the 
sweep contributions (i.e., quadrant four) is compared to the sum of the ejection contributions (i.e., 
quadrant two), a location where the sweep contributions overtake the ejection contributions ap- 
pears under both coordinate systems. Moreover, this location occurs over a nearly identical range 
of values, 16 < y+ < 28 with a median of 20. 

There exist large disparities in the octant contributions between the two coordinate systems; yet, 
the coordinate systems agree on where the quadrant-2 sweep crosses the quadrant-4 ejection. 
Examining how the octant contributions change between free-stream and wall-collateral coordi- 
nates (Figures 116-117) provides some insight. Octants 2 and 8 experience a decrease in popula- 
tion (see section 6.4.1.) and in uV as one rotates from wall-collateral coordinates to free-stream 
coordinates. Octants 4 and 6 experience a nearly equal increase in population and uV. Thus, a 
net transfer of uV occurs. The quadrant crossing points remain constant for two reasons: 1) 
Transfers of large +uV events occur only between ejection octants and between sweep octants, 
i.e. within a quadrant. 2) v' remains constant over the coordinate rotation; and the rotation only 
reduces u' by 6%, worst case. Thus, the coordinate rotation has a small affect on the quadrant 
representation of uV events. The near invariance of the quadrant sweep-ejection crossover, with 
rotation to coordinate systems of interest, makes the location an undisputed feature of the flow. 
In fact, the previously quoted range of cross-over locations obscures the near constant location of 
this point in the prolate spheroid flow. If one removes the lowest and highest point in the range, 
the range becomes much narrower: 18.5 < y+ < 21.5. 

The even octants have contribution peaks at different locations depending on coordinate system 
(see Table 6-5). In free-stream coordinates, the +w' sweep (case-2) exhibits a peak over the 
range 21 < y+< 79 with a median of 49. The -w' ejection peaks over the range 26 < y+ < 72 with a 
median location of 30. The remaining ejection/sweep contributions peak much higher in the 
boundary layer. These peaks occur in the range 154 < y+ < 682. In wall-collateral coordinates, 
the +w' sweep peaks over a slightly larger range, 34 < y+ < 143 with a median of 71. The -w' 
ejection peaks in slightly higher range, 28 < y+ < 72 with a median of 35. The remaining octant 
peaks also remain outside of the valid octant mapping; but they do move closer to the wall, 32 < 
y+ < 646. 
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Table 6-5: Location Of Peak uV Contribution. 

Free-stream Coordinates 

Octant Location (y+) 

Average Median Low High 

1 215.6 71.9 32.0 646.2 

2 373.2 281.2 43.8 681.7 

3 455.7 488.0 77.9 726.5 

4 48.3 32.7 20.9 78.9 

5 322.1 261.9 42.2 681.7 

6 37.1 30.1 25.9 72.3 

7 337.7 453.5 77.9 646.2 

8 267.8 243.3 85.4 646.2 

Wall-Collateral Coordinates 

Octant Location (y+) 

Average Median Low High 

1 213.0 71.9 32.0 646.2 

2 217.5 240.2 31.9 503.6 

3 455.7 488.0 77.9 726.5 

4 67.3 71.9 31.9 142.6 

5 246.2 225.5 42.2 646.2 

6 48.7 35.9 28.3 85.4 

7 343.6 453.5 85.4 646.2 

8 222.3 236.7 70.3 646.2 

6.4.6 Contributions To u'W 
u'w' (Figures 27-30) initially climbs to a positive peak near the boundary layer edge; but for y+ < 
300, continually declines. In free-stream coordinates, u'w' crosses zero outside of the log layer 
(100 < y+ < 300). In wall-collateral coordinates, u'w' becomes negative below y+ ~ 15. u'w' in- 
creases with maximum spanwise velocity; thus the u'w' profiles spread out rather than collect to- 
gether in a tight range like u'v'. The octant contributions to u'w' show no obvious resemblance to 
their total. The plots generally separate into four pairs of octants. Two pairs are negative; two 
pairs are positive. The even octants pair as octants 4/6 and octants 2/8. The interaction octants 
pair as octants 1/5 and octants 3/7. The even octant pair is larger than the interaction octant pair 
on the same-sign of u'w'. In free-stream coordinates, the octant pairs generating negative u'w' 
(4/6 and 3/5) dominate over the ones generating positive u'w' (2/8 and 1/7) in the inner layer. In 
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wall-collateral coordinates, the even octant pair generating positive u'w' (2/8) dominates. How- 
ever, the interaction octant pair generating negative u'w' (1/5) remains slightly dominant over the 
interaction octant pair generating positive u'w' (4/6). 

The degree of even octant dominance is very different between the two coordinate systems. In 
free-stream coordinates, the +w' sweep (octant 4) is 49% larger than the -w' sweep (octant 8) on 
average in the buffer layer; (u'w')+

4.8 = 0.35 on average over the first four points of every profile. 
The, -w' ejection (octant 6) is larger than the +w' ejection (octant 2) by 61%; (u'w')+

2^ = -0.41 on 
average. The large percentages result from the fact that the octant 4/6 pair diverges significantly 
as one enters the log layer and peaks within the buffer layer. At the same time, the octant 2/8 pair 
declines rapidly toward the interaction contributions. The level of divergence and decline appears 
to increase with cc^.. This correlation is best demonstrated by the location where interaction oc- 
tant 1 generates a larger contribution than the octant 2/8 pair. Octant 1 surpasses octant 2 in all 
profiles. The crossover location starts from y+ = 12 at 105a and grows as large as y+ = 46 at 
130a; the median is 33. Octant 1 also surpasses octant 8 in eleven profiles; 105a and 125c are the 
exceptions. The crossover location starts from y+ = 13 at 110a and grows to y+ = 39 at 130a; the 
median is 27. Octant 7 also overcomes octant 2 in eleven profiles; 105a and 125c are again the 
exceptions. The crossover location covers the range, 11.7 < y+ < 27 with a median of 14.7. 

In wall-collateral coordinates, the dominance of octant 2/8 is more subtle. The -w' sweep (octant 
8) is 25% larger than the +w' sweep (octant 4) on average in the buffer layer; (u'w')+

4.8 = -0.13. 
The, +w' ejection (octant 2) is larger than the -w' ejection (octant 6) by 15%; (u'w')+

2.6 = 0.06. 
The octant 2/8 pair increases rapidly near the boundary layer edge. The remaining octant pairs in- 
crease moderately at the same location; of these, the octant 4/6 pair increases most. The octant 
contributions then stay nearly level until one enters the inner layer. Then, both even octant pairs 
increase slightly. Both -w' and +w' ejection contributions also drop sharply in the buffer layer. 
However, since the -w* ejection experienced a smaller increase in the outer layer; its rapid drop in 
the buffer layer keeps it below +w' ejection and eventually carries it below the contribution level 
of octant 1 in seven profiles (110a-120a, 125a, 130a, 120b, and 123b). The crossover locations 
range from 9 < y+ < 26. 

Between coordinate systems, the relative strength of sweeps and their companion ejections differ 
slightly as one approaches the wall. In free-stream coordinates, the -w' ejection contributes more 
than the -w' sweep in the buffer layer for all profiles except at 105a. In the log region, the -w' 
sweep becomes larger and remains so near the boundary layer edge. The crossover occurs in the 
range 61 < y+ < 129 with a median of 97. The +w' sweep, however, overcomes the +w' ejection 
beyond the buffer layer and remains dominant down to the lowest measurement. This crossover 
occurs over the range 43 < y+ < 186 with a median of 127. In wall-collateral coordinates, the -w' 
sweep contributes more than the -w' ejection throughout the inner layer. The +w' sweep over- 
comes the +w' ejection within the buffer layer for all profiles except 130a. This event occurs over 
the range 11.7 < y+ < 19.5 with a median value of 14. As a consequence of these numbers, the 
free-stream coordinate system produces no location where both sweep contributions exceed their 
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companion ejections. However, this location does appear in wall-collateral coordinates; it is the 
same location where the +W sweep and +w' ejection cross. 

Between coordinate systems, the locations of peak ejection/sweep contributions vary little (see 
Table 6-6). In both coordinate systems, the -w' sweep and +w' ejection contributions peak across 
a broad range of locations, 13 < y+ < 752. The -w' ejection and +w' sweep peak within the buffer 
layer. In free-stream coordinates, the -w' ejection peaks over the range 11 < y+ < 26 with a me- 
dian of 18. The +w' sweep peaks over the range 10 < y+ < 18 with a median of 12. In wall- 
collateral coordinates, the -w' ejection peaks over the range 18 < y+ < 41 with a median of 27. 
The +w' sweep peaks over the range 11 < y+ < 22 with a median of 17. 

Table 6-6: Location Of Peak u'w1 Contribution. 

Free-stream Coordinates 

Octant Location (y+) 

Average Median Low High 

1 13.8 13.1 6.9 21.5 

2 422.5 482.9 31.9 751.7 

3 455.3 482.9 40.7 751.7 

4 13.0 12.2 10.1 18.0 

5 233.6 38.4 20.0 751.7 

6 18.3 18.2 11.0 25.9 

7 29.1 11.0 6.9 246.5 

8 307.1 250.9 20.0 646.2 

Wall-Collateral Coordinates 

Octant Location (y+) 

Average Median Low High 

1 13.82 13.08 6.85 21.50 

2 262.55 236.70 18.15 681.70 

3 453.28 482.90 40.68 751.70 

4 16.12 16.73 10.95 21.50 

5 21.43 19.98 14.34 29.94 

6 26.61 26.61 18.01 40.68 

7 167.78 43.77 8.01 477.60 

8 120.66 19.98 11.63 477.60 
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6.4.7 Contributions To v'w 
v'w' (Figures 31-34), like u'w', has very different behavior between the two coordinate systems. 
In free-stream coordinates, v'w' grows to a negative peak in the outer layer, it approaches zero as 
it enters the log layer. Then, for many profiles, it has a positive peak before approaching zero at 
the wall. In wall-collateral coordinates, v'w' has simpler behavior. It grows to a negative peak in 
the outer layer; then it gradually declines to zero near the wall. Like the u'w' octant decomposi- 
tion, the octant contributions to v'w' show no obvious resemblance to their total. The plots 
generally separate into four pairs of octants. Two pairs are negative; two pairs are positive. The 
even octants pair as octants 4/6 and octants 2/8. The interaction octants pair as octants 1/7 and 
octants 3/5. The even octant pairs are larger than the interaction octant pair on the same sign of 
v'w'. In wall-collateral coordinates, the octant pairs generating negative v'w' (2/8 and 1/7) domi- 
nate over the ones generating positive v'w' (4/6 and 3/5) in the inner layer. In free-stream coordi- 
nates, the even octant pair generating positive v'w' (4/6) dominates in the inner layer. However, 
the interaction octant 1, generating negative v'w', remains slightly dominant over the other inter- 
action octants. 

The differences in the octant contributions between coordinate systems are most subtle for v'w'. 
As one rotates from free-stream coordinates to wall-collateral coordinates, the positive contribu- 
tions from even octants decrease and the negative contributions from even octants increase with 
little change in the shape of the contribution profiles. However, the changes are large enough 
such that the larger contributing pair in the buffer layer changes from the octant 4/6 pair to the oc- 
tant 2/8 pair. Also, octant 6 does moves slightly closer to octant 4; octant 8 migrates minutely 
away from octant 2.   In free-stream coordinates, the disparity between the +w' sweep (octant 4) 
and the -w' sweep (octant 8) is 41% in the buffer layer on average; (v'w')+

4.g = 0.056 averaged 
over the first four points of every profile. The disparity between the -w' ejection (octant 6) and 
the +w' ejection (octant 2) is 34%; (VW)+

2_6 = -0.051. In wall-collateral coordinates, the -w' 
sweep is larger than the +w' sweep by 29%; (v'w')"^ = -0.038. The +w' ejection is larger than the 
-w' ejection by 20%; (v'w')+

2^ = 0.019. The interaction contributions demonstrate little change 
overall; this leads to the most notable difference between the two coordinates systems. Under 
free-stream coordinates, the octant 2/8 pair contributes less than octant 1 below a median location 
of y+ = 15. The range of crossover locations is 12 < y+ < 29, including all profiles except 105a 
and 125c where octant 1 does not overcome the octant 2/8 pair. Under both coordinate systems, 
octant 1 occasionally surpasses the -w' ejection (octant 6). In free-stream coordinates, nearly half 
of the profiles (110a-120a, 125a, 130a, and 120b) display this trend; the crossover occurs very 
close to the wall (y+ ~ 10). In wall-collateral coordinates, only profiles 115a, 120a, 125a, 130a, 
and 120b show this trend; the crossover also occurs very close to the wall though slightly higher 
than in free-stream coordinates (y+ ~ 15). The strength of octant 1 is accentuated by the octant 
stress plots where the octant 1 v'w' stress surpasses the stress values of the +w' ejection and -w' 
sweep octants within the inner layer under both coordinate systems. Octant 5 also shows consid- 
erable strength; it intermixes with the stress profiles of the -w' ejection and +w' sweep under both 
coordinate systems. Thus, the octant stress profiles separate into two groups below the log layer: 
a strong group (even octants, octant 1, and octant 5) and a weak group (octants 3 and 7). 
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Near the wall, contribution magnitudes from ejections and sweeps associated with the same sign 
w' generally do not cross in the buffer layer. The +w' octants under free-stream coordinates pro- 
vide the only instance of this event. The +w' sweep overtakes the +w' ejection over a wide range 
of locations, 31 < y+ < 148 with a median location of 75. For the -w' octants under free-stream 
coordinates, either the ejection or the sweep is the largest contributor throughout the buffer layer 
for a given profile. In profiles 105a and 110a (which have the smallest ccj, the -w' sweep is the 
larger contributor. In the remaining profiles, the -w' ejection is the larger contributor; it overtakes 
the -w' sweep near the log layer, 66 < y+ < 130 with a median of 102. Under wall-collateral coor- 
dinates, the -w' sweep contributes more than the -w' ejection through most of the boundary layer. 
Likewise, the +w' ejection contribution is larger the +w' sweep contribution for through of the 
boundary layer. 

Table 6-7: Location Of Peak vV Contribution. 

Free-stream Coordinates 

Octant Location (y+) 

Average Median Low High 

1 250.4 168.2 70.3 646.2 

2 387.4 470.7 85.4 646.2 

3 504.1 488.0 77.9 791.2 

4 115.2 78.9 38.4 261.9 

5 419.1 477.6 77.9 751.7 

6 65.3 71.9 29.9 85.4 

7 308.1 248.5 85.4 488.0 

8 338.2 261.9 154.3 646.2 

Wall-Collateral Coordinates 

Octant Location (y+) 

Average Median Low High 

1 351.5 453.5 85.4 646.2 

2 376.4 281.2 85.4 681.7 

3 485.5 488.0 77.6 912.5 

4 228.4 237.5 38.4 681.7 

5 .  401.9 477.6 43.8 681.7 

6 168.9 77.9 38.4 681.7 

7 316.1 261.9 85.4 485.4 

8 293.1 246.5 154.3 646.2 
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The octant contributions tend to peak in the log or outer layer under both coordinate systems. In 
all cases, the peaks cover a broad range of values as show in Table 6-7. Between the coordinate 
systems, the median location of peak values change little for octants 3,5,7, and 8. The median of 
the octant 6 peaks increases slightly from -72 to -78 but masks a far greater change. The aver- 
age location jumps from ~65 to -170. Octant 1 experiences the greatest change in median peak 
location, from -170 to -450. With the exception of octants 6 and 7, the median peak of the even 
octants is close to 250 and the median peak of the interaction octants is in the neighborhood of 
475 under wall-collateral coordinates. These peaks imply that the bulk of vW production occurs 
outside of the inner layer. 

6.5 Discussion. 
A number of octant trends are common to both free-stream and wall-collateral coordinate sys- 
tems, particularly when they are viewed from the perspective of the case-l/case-2 classification of 
ejections and sweeps. As stated in section 6.2, Shizawa and Eaton (Eaton, 1995) introduced the 
idea of classifying QSVs by comparing the sign of their rotation with the streamwise component 
of the mean, near-wall vorticity (co^bl). Case-1 QSVs had a sign of rotation that opposed coXjbl; 
case-2 QSVs had the same sign of rotation as (0^bl. In this paper, we generalize the classification 
to ejections and sweeps. The ejections and sweeps caused by a QSV would be associated with w' 
whose sign is opposite that of the QSVs rotation. Thus, a case-1 ejection or sweep is associated 
with w' that has the same sign as co^bl. A case-2 ejection or sweep is associated with w' that has 
the opposite sign of cox bl. For the given flow, cox bl is positive in free-stream coordinates and 
negative in wall-collateral coordinates. Thus, ejection and sweep octants swap classification as 
one rotates from the free-stream to wall-collateral coordinates. In free-stream coordinates, oc- 
tants 2 and 4 (+w' ejection and sweep) are classified as case-1; octants 6 and 8 (-w' ejection and 
sweep) are classified as case-1. In wall-collateral coordinates, octants 6 and 8 are classified as 
case-1; octants 2 and 4 are classified as case-2. 

When the case-l/case-2 classification is applied to the octant analysis we obtain the first three of 
the following trends that are coordinate system independent: 

1) The case-2 ejections contribute more than the case-1 ejections to all six Reynolds stresses 
within the buffer and lower log layers (see table 6-8). 

2) The case-1 sweeps contribute more than the case-2 sweeps to all six Reynolds stresses 
within the buffer and lower log layers (see table 6-8). 

3) The case-2 ejection and case-1 sweep octants have a larger population of velocity events 
than either the case-2 sweep or case-1 ejection. In wall-collateral coordinates, the 
percentage ratio of case-2/case-l ejection is 54/46 at the first point, averaged over all 
profiles; the percentage ratio of case-l/case-2 sweeps is 55/45. This ratio remains nearly 
constant for the first six points, y+ < 72. In free-stream coordinates, the percentage ratio 
of case-2/case-l ejections is 66/34; the percentage ratio of case-l/case-2 ejections is 
62/38. However, at the sixth point in the profiles, both of these ratios narrow to an 
average of 50/50. 
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4) The sweep quadrant becomes a more important contributor to uV than the ejection 
quadrant below y+ ~ 20. 

5) Octant 1 produces significant contributions to w'2, u'w', and v'w' in the lower log layer. 
6) Octant 3 is the weakest contributor for any of the six Reynolds stresses. 

Trends #4 and #5 will be discussed more in-depth in the comparison with other 3DTBL, 
coherent-structure experiments. Trend #6 is nothing more than a curiosity. Thus, the discussion 
will now focus on the first three trends. The three trends become the basis on which a simple dy- 
namic model of the flow is built. 

Table 6-8 Contribution Differences 

Reynolds 
Stress 

Case-2 - Case-1 Ejection                         Case-1 - Case-2 Sweep 

Free-stream 
Coordinates 

Wall-Collateral 
Coordinates 

Free-stream 
Coordinates 

Wall-Collateral 
Coordinates 

Normalized % Normalized % Normalized % Normalized % 

(u'2)+ 1.09 57.58 0.14 10.11 0.74 38.35 0.27 17.43 

(v,2)+ 0.03 22.39 0.02 24.08 0.03 29.54 0.03 22.09 

(W2)+ 0.22 49.82 0.06 18.91 0.25 51.52 0.10 28.15 

(u'v')+ 0.12 40.86 0.04 17.44 0.10 34.68 0.06 22.00 

(u'w')+ 0.41 61.20 0.06 15.20 0.35 49.49 0.13 25.08 

(v'w')+ 0.05 34.16 0.02 19.55 0.06 41.27 0.04 29.03 
- The differences are based on the magnitude of the contributions not their absolute values. The differences are 

also averaged over the first four points (buffer layer points) of all profiles. 
- Values are normalized by uT

2. Percentages represent the difference as a percentage of the larger contributor. 

6.5.1 The Dynamic Model 
As shown in Table 6-8, the disparities in stress contributions for w'2 are among the widest by per- 
centage. Thus, the production of w' becomes the focus of our discussion. From a detailed exami- 
nation of the w' asymmetry, a structural model will be formulated which not only explains the 
disparity in W2 but also provides a comprehensive explanation for the emergence of non-zero u'w' 
and v'w'. Recent experiments in 3DTBL structure (see section 6.2) show that the spanwise pres- 
sure gradient causes slight asymmetries in the spanwise trajectories of sweep and ejection events. 
Many of these experiments attribute the asymmetries to complex interactions between QSVs and 
the crossflow. However, these asymmetries can be explained in more simple terms by extending 
the ejection/sweep production of u' to three dimensions. The ejection/sweep process produces u' 
fluctuations because it moves fluid vertically through a high streamwise velocity gradient. In a 
3DTBL, a spanwise profile evolves with its own gradient in the wall normal direction. Thus 
sweeps and ejections should also produce w' fluctuations using the same mechanism (see figure 
70). The importance of the spanwise velocity gradient in the dynamic model is not surprising. 
Trends, which emerge from application of the case-1/case-2 classification, demonstrate a 
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symmetry about 00^ b,. Since W is the dominant term of co^ b,, these trends are also symmetric 

about the spanwise velocity gradient. Thus, the spanwise velocity gradient must play an impor- 
tant role in the dynamics of this 3DTBL. 

Characterizing the process in wall-collateral coordinates is simple because the spanwise profile 
monotonically decreases to the boundary layer edge. Ejections transport near-wall fluid where W 
is nearly zero upward to a region where W is negative; this results in +w\ Sweeps transport fluid 
from a region where W is largely negative down toward the wall where it approaches zero. This 
results in -w'. The same process in free-stream coordinates is slightly more complicated because 
the profile of W has a positive bulge in the log layer. Ejections originating near the wall transport 
fluid with near-zero spanwise velocity upward to a region where W is positive; this results in -w'. 
Sweeps originating in the vicinity of the bulge have the opposite affect. They push fluid with 
large positive W to the wall where W is near zero; this results +w'. Above the bulge the picture is 
more clouded; the effects of sweeps and ejections depend on their origination and destination. 
However, sufficiently far from the bulge (y+ > 150-300), sweep-like and ejection-like motions 
should have the opposite effect to those near the wall. Sweep-like motions produce -w' and 
ejection-like motions produce +w'. 

This production model of w' is complicated by the rotational nature of sweeps and ejections. In 
2DTBLs, sweeps and ejections are frequently associated with QSVs (Robinson, 1991). The rota- 
tional motion of the QSV induces its own moderate w' (Sendstad and Moin, 1992). This 
rotationally-induced w' has a sign opposite to the rotational sign of the QSV; i.e., a +QSV pro- 
duces -w' fluctuations (see Figure 71). u'w' and v'w' are zero in a 2DTBL because the QSVs of 
opposing sign appear in equal strength and equal numbers (though not necessarily in side-by-side 
pairs). When a spanwise velocity gradient evolves in the flow, the combination of rotationally- 
produced w' and translationally-produced w' results in asymmetrical production of w' events. Ei- 
ther the ejection or the sweep, induced by the same-sign QSV, will produce larger w' fluctuations 
than the other. In wall-collateral coordinates, the +QSV induced sweeps (-w' rotational, -w' 
translational) begin to generate larger w' than the +QSV induced ejections (-w1 rotational, +w' 
translational). The -QSV induced ejections (+w' rotational, +w' translational) create larger w' 
than the -QSV induced sweep (+w' rotational, -w' translational). In free-stream coordinates, the 
opposite is true below the spanwise velocity bulge. Since the spanwise bulge occurs outside of 
the buffer layer at a median location of y+ ~ 72, the spanwise velocity gradient can be character- 
ized as positive throughout the buffer layer. The buffer layer asymmetry will be opposite that in 
wall-collateral coordinates. From the perspective of the case-l/case-2 classification of ejections 
and sweeps, the result is the same under both coordinate systems. The case-1 sweep produces 
larger w' than the case-1 ejection; likewise, the case-2 ejection generates larger w' than the case-2 
sweep. This model does not describe what happens to the QSVs during the evolution of the span- 
wise gradient. The model only predicts the result on sweep and ejection contributions to w' after 
combining a spanwise velocity gradient with an initially 2DTBL. A generalization of this end ef- 
fect to ejection and sweep motions is necessary because, as stated in section 6.3.4, the octant 
analysis cannot definitively map ejection and sweep motions to QSVs. Thus, only ejections and 
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sweeps classified as case-1 or case-2 will appear in this discussion. Also, throughout the remain- 
ing paper, the model just constructed will be called the w'-model. 

The octant analysis of w'2 in section 6.4.4 demonstrates the theoretical asymmetry predicted by 
the model. In free-stream coordinates, the contribution difference between the -w' ejection 
(case-2) and -w' sweep (case-2) is (w'2)+ = 0.22 or 48% of the larger contributor. The contribu- 
tion difference between +w' ejection (case-1) and +w' sweep (case-1) is (w'2)+ = -0.26 or 61% of 
the larger contributor. In wall-collateral coordinates, the contribution difference between the -w' 
ejection (case-1) and -w' sweep (case-1) is (w'2)+ = -0.12 or 33% of the larger contributor. The 
contribution difference between the +w' ejection (case-2) and +w' sweep (case 2) is (w'2)+ = 0.044 
or 14% of the larger contributor. The w'-model also indicates that, between the sweeps and be- 
tween the ejections, one case will produce stronger w' than the other. Table 6-8 contains the size 
of these asymmetries. The octant analysis shows that the case-1 sweep has a larger w'2 contribu- 
tion that the case-2 sweep; the case-2 ejection has a larger contribution than the case-1 ejection. 

A closer look at the dynamic model reveals that it can explain one subtle trend in the asymmetries. 
The asymmetry in w12 contribution between sweeps [(w'2)+

4.8] is larger than the asymmetry be- 
tween ejections [(w,2)+

2.6]. This trend also results from the spanwise profile. The mechanism will 
be illustrated in wall-collateral coordinates since it has a simple spanwise boundary layer that mo- 
notonically decreases to a steady value in the outer layer. A sweep-like motion can originate from 
as high as the edge of the boundary layer (though this is rare). The translationally-induced w' in 
higher originating sweep motions can potentially become larger than their rotationally-induced w'. 
There are two possible results. The higher-originating sweep motions are more likely to be cap- 
tured by the -w' sweep octant despite what their original rotational motion is ("shifting") or the 
potential translationally-induced -w' can retard sweep motions with a rotationally-induced +w' 
("retarded"). These motions would contribute significantly more to w'2 since the spanwise veloc- 
ity gradient increases rapidly in the log and outer layers. Thus, the case-2 sweep loses large w' 
events; and, if shifting occurs, the case-1 sweep is potentially gaining large w' events. A similar 
mechanism affects the ejections. However, the scale is much smaller due to the presence of the 
wall and due to the near-wall magnitude of the spanwise velocity gradient. The wall limits the 
origin of the ejections and, thus, the size of the translational w' contribution (see figure 72). Also, 
the spanwise velocity gradient remains very close to zero until one reaches the log layer. Thus, 
ejection events that are shifted or retarded would have contained smaller contributions to w'2 than 
similarly affected sweep events. The spanwise velocity gradient will cause a greater weakening in 
case-1 sweep events than in case-2 ejection events. This causes (w'2)+

4.8 to be larger than (w'2)+
2_6. 

The flow as viewed in free-stream coordinates maintains consistency with the above mechanism. 
However, the spanwise velocity profile is very different in free-stream coordinates, compared to 
wall-collateral coordinates. The spanwise velocity profile has a bulge in the log layer. The bulge 
brings the peak W closer to the wall and the peak is smaller than in wall-collateral coordinates. 
The bulge also increases the near-wall spanwise velocity gradient. This causes two modifications 
in (w'2)+

2.6 and (w'2)+
4.8.    (w

,2)+
2.6 and (w'2)+4-8 are closer in size than in wall-collateral coordi- 

nates. The bulge acts as a ceiling on the production of translational w' for the sweeps similar in 
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the way the wall acts as a limit on the translational w' created by ejections. Also, the increased 
near-wall spanwise velocity gradient causes an apparent greater weakening of the case-2 ejection 
event than under wall-collateral coordinates. Since the buffer layer lies nearly between the bulge 
and the wall, the theoretical maximum translational w' created by sweeps and ejections is within 
an order of magnitude. However, the sweep still generates substantially more translational w'. 
Thus, (w'2)+

4.8 remains larger than (w'2)+
M but by a much smaller degree. 

This dynamic model introduces the notion that the case-2 sweep octant may lose higher originat- 
ing sweeps in the 3DTBL because of "shifting" or "retardation" in reaction to the large transla- 
tional w' that would result. Thus, the model predicts that near the wall, one should expect a 
population difference between sweep octants under wall-collateral coordinates; i.e., the case-1 
sweep octant should have a larger number of events than case-2 sweep octant. In fact, that is the 
case. In wall-collateral coordinates, the population ratio of octant 8 (case-1 sweep) to octant 4 
(case-2 sweep) is 55%/45% (see section 6.4.1). In free-stream coordinates, the population ratio 
of octant 4 (case-1 sweep) to octant 8 (case-2 sweep) is 62%/38%. A similar argument can also 
be used for the ejections. Those ejections originating very close to the wall would be affected. 
These low originating ejections would create moderate translational w' which either "shift" or "re- 
tard" events that would fall into the case-1 ejection. This results in a slightly larger population of 
case-2 ejections over case-1 ejections. In wall, collateral coordinates, the population of octant 2 
(case-2 ejection) to octant 6 (case-1 ejection) is 54%/46% on average. In free-stream coordi- 
nates, the population of octant 6 (case-2 ejection) to octant 2 (case-1) ejection is 66/34. 

The population ratios for ejections and for sweeps are nearly equal under both coordinate sys- 
tems. The equality in population ratios emphasizes that the difference between (w'2)+

2^ and 
(w'2)+

4_8 is primarily based on the different size of the potential translational w' associated with 
"shifted" or "retarded" events. Examination of the same differences for v'2 contributions corrobo- 
rates the equality in population difference. Since v' is directly related to the mechanism of fluid 
transport, the near-equal disparity in octant populations between ejections and between sweeps 
should manifest itself as a nearly equal disparity in V2 contributions.   In wall-collateral coordi- 
nates, the disparity in v'2 contributions between ejections [(v'2)+

2J is 24% of the case-2 ejection; 
the disparity between sweeps [(v'2)+

4.8] is 22% of the case-1 sweep. In free-stream coordinates, 
(v'2)+

2^ is 22.4% of the case-2 ejection; (v'2)+
4.8 is 29.5% of the case-1 sweep. Given the v'2 uncer- 

tainty of 11%, both sets of numbers can be described as approximately equal. 

Because the transport of w* occurs by the same ejection/sweep mechanism as the traditional trans- 
port of u', w' events as described above correlate with large u' and v' events. Thus, the loss of 
higher-originating case-2 sweeps also causes a loss of case-2 sweep events with large positive u'. 
This decreases u'2 and uV contributions from case-1 sweeps while potentially increasing the con- 
tributions in the case-1 sweep octant if shifting occurs. Thus, the case-1 sweep octant will con- 
tribute more to u'2 and uV than the case-2 sweep. In wall-collateral coordinates, octant 4 (case-2 
sweep) produces a 17% smaller u'2 contribution and a 22% smaller uV contribution than octant 8 
(case-1 sweep). In free-stream coordinates, octant 8 (case-2 sweep) produces a 34.7% smaller u'2 

contribution and a 38.4% smaller uV contribution than octant 4 (case-1 sweep). Similarly, the 
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loss of near-wall-originating case-1 ejection events also results in a loss case-1 ejection events 
with the large u'. The case-1 ejections experience a decrease in their contribution to u'2 and uV; if 
shifting occurs, the case-2 ejection will gain very large u' events at the expense of the case-1 ejec- 
tion. Thus, the case-1 ejection will contribute less to u'2 and uV than the case-2 ejection. In wall- 
collateral coordinates, octant 6 (case-1 ejection) has a 10% smaller contribution to u'2 and a 19% 
smaller contribution to u'v than octant 2 (case-2 ejection). In free-stream coordinates, octant 2 
(case-1 ejection) has a 58% smaller contribution to u'2 and a 41% smaller contribution to u'v' than 
the case-2 ejection. 

Unlike the differences in contributions to w'2, the differences in contributions to u'2 and uV be- 
tween sweeps are not larger than the differences between ejections under both coordinate sys- 
tems. The contribution disparity for sweeps is only larger in wall-collateral coordinates; the 
contribution disparity for ejections exceeds that for sweeps in free-stream coordinates. The differ- 
ence reflects the difference in the streamwise and spanwise profiles and how u' and w' are gener- 
ated. In wall-collateral coordinates, the near-wall streamwise velocity gradient is large and slowly 
moderates as one enters the outer layer whereas the spanwise velocity gradient is near-zero close 
to the wall and grows quickly in the upper log and outer region. Thus, the generation of moder- 
ate to large u' values in the buffer layer depends less on fluid being moved over large distances 
than does the generation of moderate to large w'. Since V reflects the mechanism of vertical fluid 
transport, large v' values are more likely to be associated with fluid traveling large distances. 
Therefore, moderate to large w' caused by sweeps and ejections will often be associated with 
moderate to large u' and large V. However, moderate to large u' created by sweeps and ejections 
does not necessarily correlate with large w1 nor does it require association with large V values. 
The v' values associated with moderate to large u' can be much smaller than the v' values associ- 
ated with moderate to large w' because the streamwise gradient near the wall is much larger. 
Since w' is the factor that defines the split of quadrants into octants, events with moderate to 
large w' (and, thus, large v') are clustered further away from the U axis than many events with 
moderate to large u'.   Given the moderate angles involved in rotating from free-stream to wall- 
collateral coordinates, events with large w' and v' are likely to remain in the same octant after the 
coordinate rotation. Therefore, the primary mechanism that changes the representation of w'2 oc- 
tant contributions with coordinate rotation is the rotation itself. Thus, trends in w'2 contributions 
that are compared against the spanwise velocity profile remain consistent with coordinate rota- 
tion. The octant contributions to v'2 change slightly with coordinate rotation since the coordinate 
rotation does not affect v' or move many of the larger v' events across octants; thus, trends in oc- 
tant contributions to v'2 remain consistent with coordinate rotation.   However, moderate to large 
u' events are moved across the U axis; therefore, the population exchange between octants that 
occurs with coordinate rotation is the major influence on octant contributions to u'-based Rey- 
nolds stresses. Therefore, the population ratios better reflect the relative size of u'2 and u'v' con- 
tributions between sweeps and between ejections. 

The population ratio for sweeps is slightly wider than the ratio for ejections in wall-collateral co- 
ordinates; in free-stream coordinates, the opposite is true. The primary influence of the population 
ratios on u'-based Reynolds stress contributions is corroborated by examination of the u'v' octant 
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Stresses (not contributions). The octant stresses provide a "population neutral" view of the sweep 
and ejection events in an octant. The octant stress averages the Reynolds stress by the octant's 
weighted population; the octant stress contribution is the product of the octant stress and the ratio 
of the octant's weighted population to the total weighted population. Under both coordinate sys- 
tems coordinates, the strength of-w' and +w' ejections based on uV octant stresses are approxi- 
mately equal in the buffer layer though the free-stream coordinate stresses diverge more quickly 
as one moves away from the wall.    The strength of the sweeps have a small disparity. The dis- 
parity is wider in free-stream coordinates than wall-collateral coordinates. The almost equal 
strength of u'v' octant stresses reveals that the contribution differences for u'-based Reynolds 
stresses between coordinate systems primarily results from the change in population distribution. 
The coordinate rotation's effect on u' values and the streamwise velocity profile are lesser effects. 
The influence of population distribution on octant contributions to u'-based Reynolds stresses is a 
reminder of the coordinate system problem discussed in section 6.3.1. The population distribution 
becomes important because only one of the two coordinate systems is more closely aligned with 
the coherent structures associated with sweeps and ejections. The octant analysis alone cannot 
address the problem. Therefore, this problem will be discussed further in the upcoming compari- 
son with other 3DTBL experiments. 

Octant contributions in the remaining two Reynolds stresses, u'w' and v'w', show the effects iden- 
tified previously. For both stresses, the stronger contributors are the case-1 sweep and the case-2 
ejection. In wall-collateral coordinates, the ejection disparities, given as a percentage of the 
case-2 ejection, are 15% for u'w' and 20% for v'w' on average in the buffer layer. The sweep dis- 
parities, given as a percentage of the case-1 sweep, are 25% for u'w' and 29% for v'w'. In free- 
stream coordinates, the disparity in u'w' is 61% for ejections and 49% for sweeps. The disparity 
in v'w' is 41% for sweeps and 34% for ejections. The stronger ejection and sweep contributors to 
u'w' and v'w' produce v'w' and u'w' contributions with the same sign. Thus, the asymmetry in con- 
tribution to u'w' and v'w' results in total u'w' and v'w' values that are non-zero. Under both coor- 
dinate systems, the v'w' contribution disparity between sweeps is greater than that between 
ejections.   As discussed earlier, the translational w' weakens the overall production of w" in 
case-2 sweeps more than in case-1 ejections; but it weakens the production of v' nearly equally 
between the case-2 sweep and case-1 ejection. Since it is likely for large w' and large v' to be cor- 
related, the case-2 sweep will experience a larger loss in the production of v'w' than the case-1 
ejection. This trend appears in both coordinate systems because the large w' values do not cross 
octant boundaries during the coordinate rotation. For the u'w' contribution disparities, the com- 
parison between sweeps and ejections is mixed. In wall-collateral coordinates, the disparity be- 
tween sweep contributions is larger than the disparity in ejection contributions; however, the 
opposite is true in free-stream coordinates. This is the same behavior exhibited by the contribu- 
tion disparities in u'2 and u'v'. The disagreement between the two coordinate systems is an artifact 
of the population exchange. The exchange of moderate to large u1 events between octants with 
coordinate rotation overwhelms the weakening of case-1 ejections and case-2 sweeps caused by 
the potential translational w'. Thus, trends in u'w' cannot be explored more deeply without resolv- 
ing the coordinate system problem. 
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In 2DTBLs, sweeps and ejections produce u' by moving fluid vertically across the streamwise ve- 
locity gradient. Since 3DTBLs also exhibit a spanwise velocity gradient, sweeps and ejections 
should also produce w' through the vertical motion of fluid. This translational w' mixes with the 
rotationally induced w' characteristic of sweeps and ejections to produce an asymmetry in the 
overall production of w'. The asymmetry weakens the Reynolds stress production and octant 
population in the case-2 sweep and case-1 ejection octants. Thus, the case-1 sweep and case-2 
ejection octants contain larger Reynolds stress contributions than their respective, companion oc- 
tants, the case-2 sweep and case-1 ejection. These trends are evident in both coordinate systems. 
The asymmetry also explains the emergence of non-zero u'w' and v'w'; the stronger ejection and 
sweep produce u'w' and v'w' contributions of the same sign. The shape of the spanwise velocity 
profile determines that the contribution difference for w'2 and v'w' is greater between sweeps than 
between ejections. Since the spanwise velocity gradient does not grow appreciably until one en- 
ters the log layer, the potential translational w' for sweeps is greater than for ejections. Thus, the 
potential it has for weakening the case-2 sweep is greater than for the case-1 ejection.   The con- 
tribution differences in v'2 are nearly the same size between sweeps and between ejections. Since 
v'2 reflects the mechanism of vertical fluid transport, the near equality in v'2 contribution disparities 
reinforces the hypothesis that the wider disparity for sweep contributions to w'2 and v'w' does de- 
velop from the shape of the spanwise velocity profile. Examination of the disparities for Reynolds 
stresses containing u' reveals that relative size of the disparities between sweeps and ejections is 
coordinate system dependent. The population exchange across the U axis with coordinate rota- 
tion has a greater effect on the octant contributions to Reynolds stresses containing u1 than the 
weakening effect from translational w'. Thus, a more detailed examination of these stresses can- 
not be made without resolving the coordinate system problem. 

6.5.2 Revisiting The Coordinate System Problem 
Many of the 3DTBL coherent structure experiments summarized in section 6.2 employed tech- 
niques, such as flow visualization and DNS, that better identify the qualitative behavior of near- 
wall structures while still capable of producing quantitative results. A comparison with these ex- 
periments may uncover more detail about the near-wall flow dynamics. However, these experi- 
ments present their results in the context of the QSV model; Fleming, et. al. (1994 & 1995) are 
the exception. The QSV model cannot be definitively mapped to the octant analysis without solv- 
ing the coordinate system problem (see section 6.3). Thus, part of the comparison with these ex- 
periments will be used to investigate the coordinate system problem further. The octant analysis 
under both coordinate systems will be examined for trends that approach the important results 
from the third-party experiments. The comparison will use the QSV-octant mapping presented by 
Figure 6-1. Population distribution and Reynolds stress contribution differences provide the best 
evidence that one of the coordinate systems is more closely aligned with the QSV structures. 
That coordinate system is wall-collateral coordinates. Having narrowed the coordinate system 
choices to wall-collateral coordinates, the next section will proceed with a more in-depth com- 
parison of the results. 
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The population ratios of QSV events provide the clearest separation between coordinate systems. 
They provide the strongest evidence that the wall-collateral coordinate system is more closely 
aligned with the QSVs than free-stream coordinates. In free-stream coordinates, events in octants 
2 and 8 (-QSV ejection and +QSV sweep) occur with, at worst, twice the frequency as those of 
octants 4 and 6 (-QSV sweep and +QSV ejection). The conclusions of Sendstad and Moin 
(1992) remotely allow for this possibility. They found that a positive spanwise velocity gradient 
weakens +w' ejections (case-1 or -QSV) and -w' sweeps (case-2 or +QSV) more than their coun- 
terparts. However, this interaction should have a greater impact on the size of velocity fluctua- 
tions than on the octant population distribution. The 3DTBL studies of Flack and Johnston 
(1993,1995) and Chiang and Eaton (1993) concur. They counted nearly equal ejection events 
from QSVs of both signs. They attributed the reduction of Reynolds stresses to changes in the 
trajectories of some ejections rather than population differences. In Chiang and Eaton's experi- 
ment, the percentage ratio of case-1 ejections to case-2 ejection was 48/52. In Flack and John- 
ston's experiments, the ratios were 48/52 (30° bend flow, 1993), 49/51 to 54/46 (step flow with 
bubbles introduced at y+ = 3, 1993), and 49/51 to 47/53 (30° bend flow, 1995). Thus, the ratio of 
ejection populations seems exaggerated in the free-stream coordinate system. In wall-collateral 
coordinates, the ratios are narrower. The percentage ratio between the case-1 and case-2 ejec- 
tions is 46/54; this is nearly the same level of "equality" found in the flow visualization experi- 
ments. Moreover, the wall-collateral coordinate system produces three profiles (120c-125c) 
where the population ratios are closer to equal, 52/48 for ejections and 48/52 for sweeps. 

The near-equal ejection ratios present in the wall-collateral profiles extend through most of the in- 
ner layer (y+ < 70, at least). This region reflects the average height of ejections recorded in the 
flow visualization experiments. Flack and Johnston (1993) recorded average ejection heights of 
y+~46 (30° bend) and y+ ~ 76 (45° step flow). Flack and Johnston (1995) recorded average ejec- 
tion heights of y+ ~ 70. Chiang and Eaton's (1993) ejections had an average height of y+ ~ 84. 
(These average ejection heights were taken using the smaller average of the case-1 or case-2 ejec- 
tions since it is the range of equal number ejections that is being compared. The average heights 
for both Flack and Johnston experiments were taken from the results of bubbles introduced at the 
buffer layer edge.) In free-stream coordinates, the population ratios do narrow with increasing 
height. They are nearly even at the sixth measurement point of all profiles; however, this point ex- 
ists in the upper log layer. Near the wall, only the wall-collateral coordinate system presents a 
flow field with near-equal ejection ratios that remain steady into the log layer. 

2DTBL research has shown that sweep and ejection events tend to occur in side-by-side pairs 
(Robinson, 1991); this occurs 80% of the time (Kline, 1992). If this observation changes moder- 
ately in 3DTBLs, the population ratios of sweeps to ejections accompanying the same sign QSV 
should be near equal; at worst, they should be 45/55. The ratios of+QSV sweeps to +QSV ejec- 
tions and of-QSV sweeps to -QSV ejections only approaches equality in wall-collateral coordi- 
nates; the medians of these ratios are 45/55 and 44/56, respectively. In free-stream coordinates, 
the median ratios are much wider. At the lowest point in the profiles, the average ratio for the 
+QSV is 35/65; the average ratio for the -QSV is 61/39. If the ejection ratio is nearly equal and 
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80% of ejections and sweeps occur in side-by-side pairs, then the population ratio between 
sweeps should also be near equal. The median ratio of-w' sweeps to +w' sweeps demonstrates 
near equality only in wall-collateral coordinates with a value of 55/45. In free-stream coordinates, 
the value is 38/62. As with the ejection ratios, all of the population ratios presented in this para- 
graph maintain near constant averages into the log layer under wall-collateral coordinates. The 
free-stream coordinate ratios follow the behavior detailed earlier for the ejection ratios; they nar- 
row with increasing height until one reaches the upper log layer where they are near even. The 
near equal and steady population ratios better reflect the results of the flow visualization experi- 
ments and are the first evidence that favors the wall-collateral coordinate system over the free- 
stream coordinate system for observing near wall coherent structures. 

The differences in Reynolds stress contributions between QSV octants is another point for com- 
parison. The flow visualization experiments of Flack and Johnston (1993 and 1995) and Chiang 
and Eaton (1993) determine the relative strength of ejections by measuring ejection heights and 
categorizing ejection trajectories as stronger or weaker producers of Reynolds stresses. This data 
qualitatively suggests that contribution differences should be moderate between ejection induced 
by QSVs of opposing signs. The octant contributions to u'2, v'2, and uV should reflect the ejection 
heights and trajectory distribution to some degree. Without a clear relationship between these cri- 
teria and the octant contributions, the comparison can only use very broad generalities and, thus, 
presents a weak argument in favor of one coordinate system over the other. The DNS study of 
Sendstad and Moin (1992) provides a more direct comparison with the octant analysis of the pre- 
sent flow. Sendstad and Moin performed their own octant analysis to examine the differences be- 
tween the upstream 2DTBL and the downstream 3DTBL. Differences between octant 
contributions in a 3DTBL can be extracted from this data and compared with the results of the 
present experiment. Overall, this series of comparisons will continue to suggest that the wall- 
collateral coordinates are more closely aligned with the QSV structures. 

The 30° bend and swept-step flow visualization studies of Flack and Johnston (1993) focused on 
the behavior of ejections; they compared the ejection trajectories of an upstream 2DTBL with a 
downstream 3DTBL. They concluded that case-2 ejections are stronger than case-1 ejections; the 
octant analysis of the present flow agrees with this finding in both coordinate systems. In their 
experiment, they classified ejection trajectories into four categories: normal, equal, switch-to, and 
pull-from. Normal is a single QSV event; the remaining events are attributed to multi-QSV inter- 
actions. The switch-to and pull-from trajectories arise from the interaction of two QSVs of differ- 
ing heights. The lower QSV in a switch-to event is weaker than the upper QSV; the upper QSV 
in a pull-from event is weaker than the lower QSV. The experiments used two criteria to judge 
the strength of case-1 and case-2 QSVs by their ejections: the average ejection height and the 
composition of ejection trajectories attributed to each QSV type. The average case-1 ejection 
height was shown to be, at worst, 10% lower than the case-2 ejection height in the bend flow and 
21% lower than the case-2 ejection height in the step flow. When examining the composition of 
the ejections, the number of case-2 ejection trajectories identified as "switch-to" increased in com- 
parison to the case-1 ejections; also, the number of case-2 "pull-from" ejections decreased in 
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comparison with the case-1 ejections. However, the differences represented less than 22% of the 
events in the bend flow and less than 7% of the events in the step flow. 

Chiang and Eaton (1993) examined the ejection trajectories in a spinning disk flow using bubble 
visualization. As did Flack and Johnston (1993), Chiang and Eaton determined the relative 
strength of case-1 and case-2 QSVs by examining the heights of the ejections and the composition 
of the ejection trajectories. Chiang and Eaton composed their own classification for QSV trajec- 
tories which was very similar to that of Flack and Johnston but used different terminology. How- 
ever, their mechanism for meandering trajectories was the interaction of a single QSV with the 
crossflow, rather than multi-QSV interaction. They concluded that the case-1 QSV was stronger. 
This contradicts the octant analysis of the present flow under both coordinate systems. Although 
this disagreement appears to eliminate any meaningful comparison with their results, their results 
do corroborate the notion that the difference in ejection strengths is moderate in 3DTBLs. There 
results showed that the average case-2 ejection height was 15% lower than the case-1 ejection 
height. Compared to the case-2 ejection, the case-1 ejection also exhibited more of the "stronger 
than normal trajectories" and fewer of the "weaker than normal trajectories". Overall, the differ- 
ences accounted for only 20% of the events. Thus, the qualitative difference in ejection strength 
is moderate in the Chiang and Eaton flow. 

Though the ejection heights and trajectory classifications cannot quantitatively reveal the exact 
size for the disparity between case-1 and case-2 ejection contributions to u'2 and uV, they do 
qualitatively suggest that the difference should be moderate, on the order of 10-30%. The free- 
stream coordinate system fails to meet that criteria; the average u'2 "gap" is 57% of the case-2 
ejection contribution; for uV, the gap is 41% of the case-2 ejection contribution. The wall- 
collateral gap can better be described as moderate; the average u'2 gap is 10% of the case-2 ejec- 
tion contribution. For uV, the gap is 17% of the case-2 ejection contribution. The contribution 
"gaps" presented above where calculated by averaging the contribution differences of the first four 
points of all the profiles. 

Flack and Johnston revisited the bend flow in 1995. Their conclusions depart a little from that of 
the 1993 experiments. They conclude that case-2 and case-1 QSV ejections remain equal in num- 
ber and strength in the 3DTBL. The mechanism that reduces the Reynolds stress is a decrease in 
the frequency of ejection events. The octant analysis of the present flow mostly disagrees with 
the equality of ejection contributions. As mentioned earlier in this section, three wall-collateral 
coordinate profiles (120c-125c) have ejection (48/52) and sweep (52/48) population ratios closest 
to equality. In each one of these profiles, the ejection contributions to u'2 are approximately 
equal, agreeing with Flack and Johnston's conclusions. However, the sweep contributions remain 
significantly different. The octant stress (x;), which does not contain population distribution ef- 
fects, emphasizes this trend (see Figures 118-127). Examination of the octant stress may be more 
appropriate for comparative purposes since it examines each octant in isolation from the others. 
This is more similar to the method employed in this flow visualization experiment. The ejection 
heights and ejection populations are calculated separately within their own categories (case-1 and 
case-2); each criteria has its own uncertainly. A representative uncertainty in ejection 

63 



contributions would reflect the combined uncertainty of these two criteria, which cannot be deter- 
mined. This representative contribution uncertainty could be large enough to declare that the 
ejection contributions in the present experiment are statistically equivalent. This fact clouds direct 
comparison between Flack and Johnston's results and the octant contribution data. The uncer- 
tainty in the octant stress would reflect only the uncertainty in ejection height. Thus, a stronger 
comparison can be made between ejection height and octant stress. The u'2 octant stresses for 
ejections and sweeps are statistically equal under wall-collateral coordinates. This does not hold 
true for free-stream coordinates. The ejection and sweep stresses remain far apart for u'2. 

While u'2 is heavily influenced by the QSVs, the uV contributions and stresses are a better meas- 
ure of ejection strength. Large uV events better correlate with ejections and sweeps than large u' 
events alone. In the three profiles with near-equal population values for QSV octants, the ejec- 
tion "gap" for uV is 9.8% of the larger ejection contribution. This falls below the 11% uncer- 
tainty in uV; thus, these ejection contributions are statistically equal. In these same profiles, the 
sweep gap is 15.5% of the larger sweep contributions. Although the ejections may be equal, the 
sweeps are not. Thus, uV uncertainty allows a level of agreement with both of Flack and John- 
ston's experiments (1993 and 1995). The stronger contribution from the case-2 ejection agrees 
with the 1993 experiment. But, the contribution difference in the "near-equal-population" profiles 
is not larger than the uncertainty in uV; thus, the possibility that the ejection strengths are equal 
remains.   The octant stress (%) plots, which avoid population distribution affects, show a closer 
level of equality. In wall-collateral coordinates, the ejection u'v' stresses are nearly equal through- 
out the buffer layer. The sweep stresses are closer in value compared to their contributions; how- 
ever, they remain distinctly separate in profiles 105a and 123a. In free-stream coordinates, 
ejection and sweep stresses have a considerably smaller gap than their contributions. In fact, the 
ejection stresses are nearly equal in the lower buffer layer; however, unlike the wall coordinate 
stresses, this equality does not extend throughout the buffer layer. The ejection stresses begin to 
diverge after a couple of measurement locations. The sweep stresses maintain a distinct gap in 
profiles where oc^ is large (130a, 125b, and 123c). Thus, the octant analysis can be interpreted as 
having the same equality of ejection strength as uncovered by Flack and Johnston (1995). The 
wall-collateral coordinate system contains statistically strength ejections in both contribution and 
stress profiles. The longer extent of the octant stress equality in wall-collateral coordinates better 
reflects the typical height of near wall ejections. In Flack and Johnston's flow, the average height 
of ejections from the sublayer was y+ < 50. Thus, the wall-collateral coordinates, once again, dis- 
plays characteristics that are in better agreement with third-party experiments than free-stream co- 
ordinates. The evidence that the ejection contributions converge as the populations in octants 2 
and 6 approach equality provides a compelling reason to, in future work, explore coordinate sys- 
tems where the ejection and sweep populations are even. 

Thus far, only contribution differences for u'2 and u'v' have been discussed. These stresses are in- 
fluenced by a number of factors outside of ejection height and trajectory. The most important of 
these is coordinate system choice. Therefore, these stresses clearly separate the coordinate sys- 
tems and add value to the examination of the coordinate system problem. Since v' values are 
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invariant to coordinate rotation normal to the wall, the coordinate rotation affects contributions to 
v'2 only through the octant population changes it causes. The octant analysis of v'2 may not pro- 
vide clear evidence favoring either coordinate system.   Therefore, it is being examined separately. 
Since v'2is indicative of the mechanism of fluid transport, a close relationship should exist between 
it and the ejection height. The flow visualization experiments of Chiang and Eaton (1993) and 
Flack and Johnston (1993) both demonstrated that average ejection heights differed between 
case-1 and case-2 QSVs. The average ejection heights differed by 3% to 22% of the stronger 
QSV ejection. In the current experiment, the average difference between +QSV and -QSV ejec- 
tions contributions is -14% of the case-2 ejection contribution; this is true under both coordinate 
systems. Flack and Johnston (1995) determined that the number and strength of ejections re- 
mained equal between +QSV and -QSV events in a 3DTBL. In the three, wall-collateral profiles 
where the population ratio of ejection events remain most equal (120c-125c), the average contri- 
bution difference drops to -9.5% of the larger contributor. As with the u'2 and uV contributions, 
the difference in sweep contributions for these three profiles remains slightly larger, -10.9%. 
Compared to the 7.8% uncertainty in v'2, the difference between ejection contributions remains 
barely significant. It can be argued that the "random" events (i.e., non-QSV events) populating 
the two ejection octants increase the uncertainty enough to declare them statistically equal. 
Moreover, v'2 has a weaker correlation with ejections than uV, and uV exhibits a smaller gap un- 
der wall-collateral coordinates. The octant stress (ij) plots, which are not affected by population 
distribution, demonstrate that the v'2 stresses in ejection octants are closer to equality than the 
contribution values. In wall-collateral coordinates, the difference in ejection octant stresses is 
-10% or smaller. In free-stream coordinates, the differences are wider apart in profiles with large 
awc. Under both coordinate systems, the v'2 stresses in the sweep octants are approximately equal 
throughout the boundary layer. Although the u'2 and uV results demonstrate a clear separation 
between octants that favors the wall-collateral coordinates, the v'2 results show very small differ- 
ences between coordinate systems. They provide no additional evidence favoring either the wall- 
collateral or free-stream coordinate systems. 

Comparing the octant analysis with flow visualization experiments reveals some evidence that the 
wall-collateral coordinates are more closely aligned with the QSV structures. However, this evi- 
dence relies on a weak and uncertain relationship between ejection heights/ejection trajectories 
and octant contributions. The DNS study of Sendstad and Moin (1992) contains an octant analy- 
sis. Their octant analysis can be used to generate reasonable differences (a.k.a. "gaps") between 
ejection contributions and between sweep contributions in the 3DTBL. A more meaningful com- 
parison can, thus, be made with the octant analysis of the present experiment. Sendstad and 
Moin's DNS study demonstrated that the spanwise velocity gradient weakens certain QSV events 
more than the others. A positive spanwise velocity gradient will more greatly weaken the -QSV 
ejections (octant 2) and +QSV sweeps (octant 8). Presumably, the opposite would also hold in a 
flow field with a negative velocity gradient; i.e., a spanwise pressure gradient weakens the case-1 
ejection and the case-2 sweep. The current experiment agrees with this statement; therefore, a 
detailed comparison between with the DNS study is meaningful. Sendstad and Moin compared 
the octant decomposition of an upstream 2DTBL with a downstream 3DTBL during its initial 
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development. The coordinate system was aligned with the channel centerline in both cases. The 
equivalent awc of the 3DTBL at this early stage should have been less than a couple of degrees; 
any skewing of the results due to coordinate system choice should be minimal. (Their report does 
not contain the required data to quantify awc.) Although the DNS study presented octant plots of 
the contribution difference between a 2DTBL and 3DTBL, the data can be used to generate ap- 
proximate differences between ejection contributions and between sweep contributions in a 
3DTBL if one assumes that ejections and sweeps are nearly equal in the 2DTBL. If one also as- 
sumes that u+ is an appropriate scaling factor for the near-wall Reynolds stress, then a loose com- 
parison can be made between the "gaps" in Sendstad and Moin's experiment and the "gaps" 
present in the current experiment.   Table 6-3 presents the comparison. The "gap" averages from 
the prolate spheroid flow were computed using the buffer layer measurements (first four points) 
of all the profiles. The DNS numbers represent the maximum difference between ejection and be- 
tween sweep octants extracted from the report's plots. All numbers were normalized by u2. 

Table 6-9: Comparison Of Octant Contribution Gaps 

Reynolds 
Stress 

Free-stream Wall-Collateral DNS 

Ejection Sweep Ejection Sweep Ejection Sweep 

u'2 

v'2 

w'2 

uV 

1.10 

0.025 

0.220 

0.120 

0.74 

0.030 

0.250 

0.100 

0.14 

0.022 

0.057 

0.041 

0.27 

0.028 

0.104 

0.062 

0.30 

0.003 

0.030 

0.025 

0.40 

0.005 

0.060 

0.025 

The wall-collateral coordinate "gaps" in u'2, w'2, and uV are closer to the DNS study values than 
the "gaps" in free-stream coordinates. The free-stream coordinate values are more than double 
the DNS results for these three Reynolds stresses except the u'2 sweep gap. For these same Rey- 
nolds stresses, the largest difference between the DNS study and the wall-collateral coordinates is 
the uV sweep gap, which is 2.5 times larger than the DNS gap. However, the free-stream coordi- 
nate system gap is four times larger for the same case. Thus, the numbers for these three Rey- 
nolds stresses favor the wall-collateral coordinate system as the preferred reference. For v'2, the 
contribution gaps in this experiment are nearly an order of magnitude larger than the DNS study. 
Sendstad and Moin performed their octant analysis on a 3DTBL whose spanwise boundary layer 
had not grown above the buffer layer. Thus, it did not engulf the QSVs and its effect on v'2 may 
have been limited. This difference in flow evolution provides a reason to cast doubt on the results 
of the comparison. 

A preliminary comparison between other 3DTBL structure experiments and the present experi- 
ment suggest that the wall-collateral coordinate system is more closely aligned with the QSV 
structures that the free-stream coordinate systems. The strongest evidence supporting the wall- 
collateral coordinate system is the near and persistent equality of the QSV-mapped octants 
throughout the buffer and lower log layers. This result agrees with the flow visualization studies 
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of Chiang and Eaton (1993) and Flack and Johnston (1993,1995). It also remains consistent with 
the behavior of ejections and sweeps in 2DTBLs (Robinson, 1991; Kline, 1992). Further support- 
ing evidence can be found by examining the contribution differences between sweeps and between 
ejections. These differences are very large in free-stream coordinates; in wall-collateral coordi- 
nates, the differences can be categorized as moderate. The studies of Chiang and Eaton and Flack 
and Johnston demonstrate a moderation of change in the flow structure of a 3DTBL compared to 
a 2DTBL. However, a weak and uncertain relationship exists between octant contribution differ- 
ences and the structural differences in the flow visualization experiments (i.e., ejection heights and 
ejection trajectory distributions). Although the moderation in structural changes appears to sup- 
port the moderate contribution differences in the wall-collateral coordinate system, the weak cor- 
relation between these two criteria lessens this evidence that favors the wall-collateral coordinate 
system. The DNS study of Sendstad and Moin (1992) does contain an octant analysis from which 
contribution differences can be extracted and compared more directly with the current experi- 
ment. The differences show a level of moderate change similar to that displayed under wall- 
collateral coordinates. However, this octant analysis was performed on a 3DTBL during its initial 
stages of development. Thus, doubt is cast on the comparison. The evidence favoring the wall- 
collateral coordinate system as the preferred reference for viewing the near-wall structure is not 
conclusive. But, it is consistent. Therefore, the QSV-octant mapping will be applied to the oc- 
tant analysis under wall-collateral coordinates when comparing results with third-party 3DTBL 
experiments that rely on the QSV structural model. 

6.5.3 Comparison With 3DTBL Structure Experiments 
A number of comparisons with the 3DTBL experiments cited in section 6.2 have already been 
made in the previous section. These comparisons established that the wall-collateral coordinates 
system was preferable to the free-stream coordinate system in comparison with experiments that 
based their results on the QSV model. Therefore, only wall-collateral coordinate results will be 
used in this section. The discussion will first compare the present results with those of Chiang 
and Eaton (1993) and Flack and Johnston (1993, 1995). Many of the details of this comparison 
were presented in the previous section. The discussion in this section will summarize the similari- 
ties and will provide a more detailed examination of the disagreements which were given only 
brief mention. The discussion will then focus on the evolution of non-zero u'w' and v'w'. The 
only third-party experiment that supplies quantitative data is Sendstad and Moin's (1992) DNS 
study. Simpson and Devenport (1990) also proposed a model that explains the evolution of non- 
zero u'w' and v'w'. The results of the present experiment will be applied against the conclusions of 
these two papers. The discussion will end with a comparison between Sendstad and Moin's 
(1992) structural model introducing four weakening mechanisms and the w'-model introduced in 
section 6.5.1.   Striking similarities emerge between these two models. 

In wall-collateral coordinates, the population distributions among ejection and sweep octants is 
nearly equal; in the worst case, the ratio is 54/46. Moreover, the relative distributions remain 
nearly constant throughout the buffer and lower log layers. The near and persistent equality of 
ejection events agrees with the findings of Chiang and Eaton (1993) and Flack and Johnston 
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(1993, 1995). However, disagreement emerges among the experiments concerning the relative 
strength of Reynolds stress contributions between case-1 and case-2 ejections. In the present ex- 
periment the case-2 ejection is a stronger contributor than the case-1 ejection. Flack and John- 
ston's 1993 study and the DNS study of Sendstad and Moin (1992) come to the same conclusion. 
In fact, the DNS study also agrees with the present experiment's conclusion that the case-1 sweep 
is a stronger contributor than the case-2 sweep; the other experiments do no address the relative 
strength of sweeps. Chiang and Eaton come to the opposite conclusion; i.e., the case-1 ejection 
is stronger than the case-2 ejection. In their own comparison with Chiang and Eaton's experi- 
ment, Flack and Johnston (1993) point out that Chiang and Eaton introduce their hydrogen bub- 
bles at y+ = 37, which is outside the buffer layer. Therefore, there is a greater possibility that the 
bubbles will be influenced coherent structures in the log layer including vortical arches. The point 
of introduction is close to the location, as determined in section 6.3.2, where the QSV-octant 
mapping begins to break down (y+ = 50). Chiang and Eaton's results cover an area of the flow 
field where correlating the octant analysis with structural dynamics becomes nearly impossible. 

In their 1995 experiment, Flack and Johnston conclude that ejections have equal strength. Over- 
all, the present experiment disagrees. The case-2 ejection is a stronger contributor to all six Rey- 
nolds stresses than the case-1 ejection. This is true under both free-stream and wall-collateral 
coordinates. However, several factors can account for the disagreement. Flack and Johnston 
based their conclusion on measurements of ejection height and distribution of ejection trajectories. 
The conclusion of equal ejection strengths is based on equality of ejection heights and population 
within the uncertainty for their experiment. Although ejection heights and trajectories are indica- 
tive of Reynolds stress production, the relationship between them is not clearly defined. There- 
fore, their uncertainties cannot be translated into similar uncertainties for octant contributions. 
Also, Flack and Johnston must treat the two criteria of population and ejection height as mathe- 
matically separate entities. The contribution values would be affected by both criteria. The com- 
bined uncertainty of these criteria could be reflected as a large uncertainly in Reynolds stress 
contributions. Coordinate system choice could also possibly account for the difference. The dif- 
ferences in u'v' contributions between case-1 and case-2 ejections are smallest at the three meas- 
urement locations where the population ratio of these two octants are closest to equal (120c - 
125c). In fact, the difference (-9.5%) is slightly more than the uncertainty in u'v' (-7.8%). A co- 
ordinate system, that minimizes the population difference between case-1 and case-2 ejections, 
could produce u'v' contributions that are approximately equal. The octant stress (x) plots support 
this conjecture.    The octant stress is the Reynolds averaged stress within an octant; the octant 
contribution is the product of the octant stress and the octant population as a percentage of the 
total population. Thus, the octant stress provides a more population neutral assessment of the ve- 
locity events in an octant. The octant stress plots show small differences in u'v' stress between 
case-1 and case-2 ejection octants. These differences are smaller than the uncertainty in u'v' so 
the stresses are statistically equal. Therefore, the octant stresses also indicate that the contribu- 
tions may be statistically equal in a coordinate system where the population differences are mini- 
mal. Although the results provide a clearer argument that the case-2 ejection is stronger than the 
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case-1 ejections, the results do not rule out the possibility that case-1 and case-2 ejections have 
equal strength. 

The published results from 3DTBL structure experiments contain very little quantitative correla- 
tion between v'w', uW, and structural events. Only Sendstad and Moin (1992) provide such data, 
a quadrant analysis of v'w' and u'w\ In the case of uV, Sendstad and Moin observed that the 
quadrants producing negative u'w' moderately increase their contribution. Those contributions 
producing positive u'w' experience a small decrease in their contribution. Unfortunately, u'w' 
quadrants mix QSV and interaction octants together so it is difficult to assign these trends to a 
particular structure. However, the octant analysis of the present flow supports this trend. In free- 
stream coordinates, the negative u'w' octants (and, thus, quadrants) contribute more than the posi- 
tive u'w' octants. The octant 4/6 pair is, by far, the major contributor. Assuming the opposite 
trends would surface in flow where the spanwise velocity is negative, then the wall-collateral co- 
ordinates system supports the same trend. The positive u'w' octants (and, thus, quadrants) con- 
tribute more than the negative u'w' octants. The octant 2/8 pair contributes much more positive 
u'w' than the octant 3/5 pair. Thus, the octant analysis points to the ejection and sweep octants as 
the major source of u'w' changes under both coordinate systems. 

In the case of v'w', Sendstad and Moin observed that the quadrants producing negative v'w' mod- 
erately decrease their contribution shortly after the flow experiences the spanwise pressure gradi- 
ent. Those contributions producing positive v'w' experience a small increase in their contribution. 
Unfortunately, v'w' quadrants also mix QSV and interaction octants together so it is difficult to 
assign these trends to a particular structure. However, the octant analysis of the present flow 
supports the quadrant findings. In free-stream coordinates, the positive v'w' octants (and, thus, 
quadrants) contribute more than the negative v'w' octants in the inner layer. The QSV octant 4/6 
pair is, by far, the major contributor. Assuming the opposite trends would surface in flow where 
the spanwise velocity is negative, then the wall-collateral coordinates system also support the 
trend. The positive v'w' octants (and, thus, quadrants) contribute less than the negative v'w' oc- 
tants. The octant 2/8 pair dominates. The QSV octant 2/8 pair contributes much more larger 
negative v'w' than the octant 3/5 pair. Thus, the octant analysis points to the QSV octants as the 
major source of v'w' changes under both coordinate systems. 

Simpson and Devenport (1990) proposed a comprehensive model that explains the non-zero u'w' 
in 3DTBLs. When a sweep displaces low speed fluid in a 3DTBL, some ofthat fluid, rather than 
ejecting upward, "ejects" in the spanwise direction due to the influence of the spanwise pressure 
gradient. This spanwise displaced fluid would populate octants 6 and 7 in a flow field with a posi- 
tive spanwise pressure gradient. Under a negative pressure gradient, the displaced fluid would 
occupy octants 2 and 3.    Simpson and Devenport explain the predicted effects from the model in 
octant terms; thus, the model can be evaluated using the data of the current experiment. Without 
a picture of the entire flow field and direct pressure measurements, it is difficult to determine the 
actual pressure gradient in the different coordinate systems applied to this flow. However, one 
can usually assume that the spanwise pressure gradient has the opposite sign of spanwise velocity 
gradient. Also, Chesnakas and Simpson (1996) presented pressure measurements on the same 
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prolate spheroid model under similar experimental conditions. The prolate spheroid flow has a 
positive angular pressure gradient at x/L = 0.7722 & a = 10° over the range of (j) examined in this 
experiment. This becomes a negative spanwise pressure gradient in body surface coordinates 
since the Z axis points in the opposite direction to increasing 0. Of the two coordinate systems, 
the free-stream coordinates are closer in alignment to the body surface coordinate system and dis- 
play a positive spanwise velocity gradient as expected from the negative pressure gradient. Thus, 
if spanwise ejections where taking place, they would show up in octants 2 and 3 under free-stream 
coordinates. However, octant 3 is the weakest contributor to u'2, w'2, and u'w'; thus, it shows no 
sign of this displaced fluid. In wall-collateral coordinates, the spanwise velocity gradient is nega- 
tive indicating that the coordinate rotation has resulted in a positive spanwise pressure gradient. 
This would result in the expectation of a significant increase in the u'w' contribution of octants 6 
or 7. Once again, the octant analysis reveals that this is not the case. Octant 6 represents the 
case-1 ejection, which is the weaker contributor of the two ejection octants. Octant 7 many times 
falls behind octants 1 and 5 in contributions to Reynolds stresses. The octant analysis does not 
necessarily rule out this spanwise ejection. In fact, Sendstad and Moin's (1992) model of the 
near-wall structure contains such spanwise displacements. Rather than contribute significantly to 
u'w', these spanwise displacements weaken the ejection and sweep contributions. Any u'w' gener- 
ated by the spanwise ejection mechanism is dwarfed by the QSV contributions. In section 6.5.1, a 
model was presented in which the QSVs transport w' in the same manner they transport u'. In a 
3DTBL with a moderate spanwise profile, such as the current flow, dW/dy can be fairly large. 
The sweep and ejection of fluid creates substantial w1 fluctuation in addition to u' fluctuations. 
The size of these fluctuations dwarf those caused by spanwise "ejections " of fluid. 

As summarized in section 6.2, Sendstad and Moin (1992) proposed four mechanisms that weaken 
ejections and sweeps in a 3DTBL compared to a 2DTBL. Evidence of all four mechanism ap- 
pears in the results of the current experiment. The first two mechanisms are the most dominant. 
Fluid swept toward the wall by case-2 QSVs (i.e., the case-2 sweep) will not get as close to the 
wall as in a 2DTBL. Ejections by case-1 QSVs generate lower velocity fluctuations because the 
fluid originates at further from the wall than in 2D flow.   The octant analysis of the current ex- 
periment immediately agrees on the point that the case-2 sweep and case-1 ejection appear se- 
verely weakened in comparison to the case-1 sweep and case-2 ejection. The similarities become 
deeper with the examination of the w'-model introduced in section 6.5.1. In the w' model, the 
translational displacement of fluid caused by sweeps and ejections creates a w' fluctuation by vir- 
tue of the spanwise velocity gradient. Sweeps and ejections have a streamwise rotation that cre- 
ates its own w' fluctuation. When these effects combine, it results in a weakening of the case-1 
ejection and the case-2 sweep. The creation of w' by translational displacement mirrors the crea- 
tion of u' by the same mechanism. Thus, large w' fluctuations have a high probability of accompa- 
nying large u' fluctuations (though the opposite is not necessarily true). Since the ejection origin 
is limited by the wall and the velocity gradient near the wall is very small, only those case-1 ejec- 
tions which would have originated very close to the wall are affected by the translational w' 
mechanism. In wall-collateral coordinates, these ejections would also produce large +u'. Thus, 
case-1 ejections are weakened because they lose the most positive u' values associated negative 
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w'. Sendstad and Moin's analysis revealed that quadrant 2 uV reductions resulted from "the most 
negative u' correlated with positive w'". Sendstad and Moin's flow has a positive spanwise veloc- 
ity gradient. The present flow has a negative spanwise velocity gradient. Assuming that the re- 
sults are symmetric with the sign of the spanwise velocity gradient, then the w'-model and 
Sendstad and Moin's first mechanism agree on the underlying effect that weakens case-1 ejection. 
Sweeps have fewer limitations than ejections. They can originate over a larger range of height, up 
to the boundary layer edge. Also, the spanwise velocity gradient increases rapidly in the log layer 
as the streamwise velocity gradient begins to moderate. Thus, case-2 sweeps originating over a 
larger portion of the boundary layer are affected by the translational w' mechanism. These sweeps 
would have produced moderate to large -u'. Thus, the case-2 sweep is weakened by a loss of me- 
dium to large -u' associated with +w'. This same effect is witnessed by Sendstad and Moin. Re- 
ductions in quadrant four uV resulted from the reduction of "positive u' correlated with negative 
w'". Once again, the DNS trends are the mirror opposite of those in the current flow due to the 
sign of the spanwise velocity gradient. The w'-model and the first two mechanisms of Sendstad 
and Moin agree on the underlying effect that weakens the case-1 ejection and case-2 sweep. 

Sendstad and Moin's other two mechanisms are less prominent. They affect the case-2 QSV ejec- 
tion and case-1 QSV sweep. In the third mechanism, the streamwise QSVs are tilted with respect 
to the near wall streaks. The resulting interaction causes the QSVs to eject high-speed fluid from 
the high speed streaks rather than low speed fluid from the wall. This mechanism primarily affects 
case-2 QSV ejections. In octant terms, these high-speed ejections should show up in octant 1 (u' 
> 0, v' > 0, w' > 0) or octant 5 (u* > 0, v' > 0, w' < 0). The octant analysis reveals that octant 1 
may contain such high speed ejections. As stated in the introduction to this section (6.5), one of 
the octant analysis trends common to both coordinate systems is the surprising strength of contri- 
butions to w'-based stresses in octant 1. Under wall-collateral coordinates, octant 1 is the second 
largest contributor to w'2 for y+ < 15. As shown in section 6.4.2, octant 1 was also the largest u'2 

contributor among the interaction octants under wall-collateral coordinates; thus, octant 1 con- 
tains some moderate u' events. The octant analysis of u'w' shows that these large w' events corre- 
late with the moderate u' events. In the buffer layer, the octant 1 contribution to u'w' surpasses 
the strength of the case-1 ejection in over half of the profiles under wall-collateral coordinates. In 
these profiles, octant 1 is the fourth largest contributor to u'w'. Similarly, in the buffer region, oc- 
tant 1 surpasses the case-1 ejection contribution to v'w' in five profiles; in all other profiles it is the 
fifth largest contributor. The strength of octant 1 is accentuated by the octant stress plots (Fig- 
ures 118-127). Octant 1 contains the largest w'2 stress in the buffer layer. It comes in first or sec- 
ond for stress value of u'w' and is among the top three octants for v'w'. This is true under both 
coordinate systems. These characteristics are expected from a "high speed" ejection induced by a 
QSV. Because ejections transports "high speed" flow to regions of faster moving flow, the result- 
ing u' is large close to the ejection's origination and moderates as the fluid rises. The ejection re- 
tains the moderate, rotationally induced w' and the signature v' of a normal ejection. Compared to 
a 2DTBL, a "high speed" ejection octant in a 3DTBL should have a larger number of moderate w' 
events correlated large to moderate u' events. These events occur close to the wall since the rela- 
tive u' of the fluid will decrease as it rises.   These events should also have a correlation between v' 
and w' which are on par with normal ejections. However, the "high speed" ejection occurs with 
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much less frequency than normal ejections so its contribution to the Reynolds stresses will be 
small although its stress value will be large.   The data reflects this assessment although the w' 
fluctuations in octant 1 appear to be larger than those in the normal ejections given the strength of 
octant 1 in w'2 contributions. The population changes that occur with coordinate rotation reflect 
these large w' events. The high speed ejection events do not appear to cross octant boundaries 
during the coordinate system rotation even though the normal ejections events cross between oc- 
tants 2 and 6. There is almost no population transfer between octants 1 and 5. Large w' events 
would account for the lack of population transfer; these events fall outside of the region swept by 
the coordinate rotation. Only random events get transferred into and out of octants 1 and 5; this 
leads to a very small net difference in population. Lastly, Sendstad and Moin state that the "high 
speed" ejection has the largest affect on the case-2 QSV ejections. The case-2 QSV produces -w' 
in free-stream coordinates and +w' in wall-collateral coordinates. Only octant 1 shows signs of 
containing these "high speed" ejection events; octant 1 contains +w' events. Only under wall- 
collateral coordinates could these events be caused by a case-2 QSV. This provides further evi- 
dence that could be added to section 6.5.2; the evidence favors the wall-collateral coordinates for 
examination of near wall structure. 

In the fourth mechanism, the spanwise mean flow retards near-wall penetration of high speed 
sweeps produced by case-1 QSVs. In combination with mechanism I, this implies that all sweeps 
terminate further from the wall than in 2DTBLs. Fleming, et. al. (1995), and Flack and Johnston 
(1995) also reported that the ejection/sweep process in a 3DTBL influences fluid dynamics further 
away from the wall than in the upstream 2DTBL. 2DTBL experiments have shown that sweep 
contributions become more important than ejection contributions below y+ ~ 12 (Robinson, 
1991). Robinson quotes the lowest of the values revealed in a number of experiments. Willmarth 
and Lu (1972) identified the crossover location at y+ = 15. As stated in the introduction to this 
section (6.5), the sweep quadrant overcomes the ejection quadrant at the same average location in 
both coordinate systems. This location at y+ ~ 20 is higher than the 2DTBL values. The higher 
location implies that the influence of sweep events occurs further away from the wall than in 
2DTBL. 

The w'-model provides a complete description of the flow dynamics as observed in the octant 
analysis. The model reproduces the experimental results of Flack and Johnston (1993) and the 
dominant mechanisms of Sendstad and Moin's (1992) DNS study while providing a more simple 
explanation of asymmetries in QSV events and the emergence of non-zero uW and v'w'. Addi- 
tional results from the octant analysis support the two minor mechanisms in the DNS study and 
agree with the quadrant analysis of u'w' and v'w' in that same study. The results do not conclu- 
sively contradict the equal-strength ejection finding of Flack and Johnston's (1995) experiment. 
However, the results are contrary to Chiang and Eaton's (1993) conclusion that the case-1 ejec- 
tion is stronger than the case-2 ejection. The results also fails to match structural model proposed 
by Simpson and Devenport (1990) for the creation of u'w' and v'w'. 
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Chapter 7 Conclusions 
A high Reynolds number flow near the separation point of a 6:1 prolate spheroid was observed 
using a novel LDV probe mounted inside of the model. The probe allowed measurements down 
to the lower edge of the buffer layer. This region is very sensitive to the calibration of the meas- 
urement volume's position. At the time of the experiment, the only acceptable method of calibra- 
tion depended on visual observation of the measurement volume using a magnifying lens. Thus, a 
post-processing technique was developed to refine the wall position for each profile. This method 
rearranges the Spalding continuous wall law to extract two unknowns, the skin friction (Cf) and a 
wall refinement (Ay). The skin friction was a necessary unknown because no direct skin friction 
measurements were taken. A least squares fit of the law to the buffer layer data was used to solve 
for the two unknowns. The technique was applied successfully to the LDV data. Resultant wall- 
refinement values were reasonable. The skin-friction coefficient values were consistent with the 
direct measurements reported by Vollmers, et. al. (1984) on a larger scale model and Wetzel, et. 
al. (1997) on the same model at a later date. The wall-refined profiles of ax showed a tighter simi- 
larity in the buffer layer; self-similarity of a, was reported by Flack and Johnston (1992). How- 
ever, the investigation into this technique reveals that the number of measurement points in the 
buffer layer were barely sufficient for successful application; six or more points are preferred. 
Also, this technique is only applicable to ä flow that also exhibits near-collateral behavior in the 
buffer layer. It would also be of interest to apply this technique to a flow where the skin friction 
is measured directly and does need to be solved as another unknown. 

The refined data was then used to examine the near-wall structure of the flow using octant analy- 
sis. The investigation introduced a dynamic model that explains the octant results. In 2DTBLs, 
sweeps and ejections produce u1 by moving fluid vertically across the streamwise velocity gradi- 
ent. Since 3DTBLs also exhibit a spanwise velocity gradient, sweeps and ejections should also 
produce w' through the same vertical motion. This translational w' mixes with the rotationally in- 
duced w' characteristic of sweeps and ejections to produce an asymmetry in the overall production 
of w'. The asymmetry weakens the Reynolds stress production and octant population in the 
case-2 sweep and case-1 ejection octants. Thus, the case-1 sweep and case-2 ejection octants 
contain larger Reynolds stress contributions than their respective, companion octants, the case-2 
sweep and case-1 ejection. These trends are evident in both coordinate systems. The asymmetry 
also explains the emergence of non-zero uW and vW; the stronger ejection and sweep produce 
u'w' and vV contributions of the same sign. The shape of the spanwise velocity profile deter- 
mines that the contribution difference for w'2 and v'w' is greater between sweeps than between 
ejections. Since the spanwise velocity gradient does not grow appreciably until one enters the log 
layer, the potential translational w' for sweeps is greater than for ejections. Thus, the potential it 
has for weakening the case-2 sweep is greater than for the case-1 ejection.   The contribution dif- 
ferences in v'2 are nearly the same size between sweeps and between ejections. Since v'2 reflects 
the mechanism of vertical fluid transport, the near equality in v'2 contribution disparities reinforces 
the hypothesis that the wider disparity for sweep contributions to w*2 and v'w' does develop from 
the shape of the spanwise velocity profile. Examination of the disparities for Reynolds stresses 
containing u' reveals that relative size of the disparities between sweeps and ejections is 
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coordinate system dependent. The population exchange across the U axis with coordinate rota- 
tion has a greater effect on the octant contributions to Reynolds stresses containing u' than the 
weakening effect from translational w'. Thus, a more detailed examination of these stresses can- 
not be made without resolving the coordinate system problem. 

The w'-model provides a complete description of the flow dynamics as observed in the octant 
analysis. The model reproduces the experimental results of Flack and Johnston (1993) and the 
dominant mechanisms of Sendstad and Moin's (1992) DNS study while providing a more simple 
explanation of asymmetries in QSV events and the emergence of non-zero u'w' and v'w'. Addi- 
tional results from the octant analysis support the two minor mechanisms in the DNS study and 
agree with the quadrant analysis of u'w' and v'w' in that same study. The results do not conclu- 
sively contradict the equal-strength ejection finding of Flack and Johnston's (1995) experiment. 
However, the results are contrary to Chiang and Eaton's (1993) conclusion that the case-1 ejec- 
tion is stronger than the case-2 ejection. The results also fails to match structural model proposed 
by Simpson and Devenport (1990) for the creation of u'w' and v'w'. A close examination of the 
octant analysis with these third-party experiments also provides evidence that the wall-collateral 
coordinate system is a better reference system for examining the near-wall structures than the 
free-stream coordinate system. The strongest evidence involves the octant population distribu- 
tion. Chiang and Eaton (1993) and Flack and Johnston (1993, 1995) reported that case-1 and 
case-2 ejections occur with equal frequency. The population distribution under wall-collateral co- 
ordinates places a nearly equal number of events in both ejection octants; in free-stream coordi- 
nates, the case-2 ejection has nearly twice the population of the case-1 ejection. Moreover, the 
near-equality in wall-collateral coordinates extends well into the log layer; this reflects the typical 
ejection heights witnessed in the flow visualization experiments. However, the prolate spheroid 
flow has a near-collateral region where the flow, gradient, and intensity angles converge; the 
stress angle was unpredictable. Thus, the wall-collateral coordinate system may be a less appro- 
priate reference in more complex 3DTBLs. 
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Chapter 8 Figures 
The following pages contain all figures referenced within this document. 
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Figure 1. U+ Profiles in Wall-collateral Coordinates at x/L=0.7722. 
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Figure 2. U+ Profiles in Wall-collateral Coordinates at x/L=0.7622 & 
7522. 
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U+ vs. y+ 
Freestream Coordinates 
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Figure 3. U+ Profiles in Free-stream Coordinates at x/L= 0.7722. 
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Figure 4. U+ Profiles in Free-stream Coordinates at x/L= 0.7622 & 
7522. 
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U+ vs. y+ (w/o wall refinement) 
Wall Collateral Coordinates 
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Figure 5. U* Profiles without Wall Refinement, Wall-collateral 
Coordinates, x/L= 0.7722. 
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Figure 6. IT Profiles Without Wall Refinement, Wall-collateral Coor- 
dinates, x/L= 0.7762 & 0.7752. 
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V+ vs. y+ 
Any Body Surface Coordinate System 
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Figure 7. V+ Profile, Normal to Wall, x/L= 0.7722. 
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V+ vs. y+ 
Any Body Surface Coordinate System 
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Figure 8. V+ Profile, Normal to Wall, x/L= 0.7622 & 0.7522. 
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W+ vs. y+ 
Wall Collateral Coordinates 
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Figure 9. W Profiles, Wall-collateral Coordinates, x/L= 0.7722. 
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Figure 10. W* Profiles, Wall-collateral Coordinates, x/L= 0.7622 & 
0.7522. 
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W+ vs. y+ 
Freestream Coordinates 
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Figure 11. W" Profiles, Free-stream Coordinates, x/L= 0.7722. 
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Figure 12. W* Profiles, Free-stream Coordinates, x/L= 0.7622 & 
0.7522. 
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(uu)+ vs. y+ 
Wall Collateral Coordinates 
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Figure 13. u'2 Profiles, Wall-collateral Coordinates, x/L= 0.7722. 
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Figure 14. u'2 Profiles, Wall-collateral Coordinates, x/L= 0.7622 & 
0.7522. 
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(uu)+ vs. y+ 
Freestream Coordinates 
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Figure 15. u'2 Profiles, Free-stream Coordinates, x/L= 0.7722. 
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Figure 16. u'2 Profiles, Free-stream Coordinates, x/L= 0.7622 & 
0.7522. 
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(w)+ vs. y+ 
Any Body Surface Coordinate System 
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Figure 17. v'2 Profiles, Normal to Wall, x/L= 0.7722. 
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Figure 18. V2 Profiles, Normal to Wall, x/L= 0.7622 & 0.7522. 
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(ww)+ vs. y+ 
Wall Collateral Coordinates 
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Figure 19. w"2 Profiles, Wall-collateral Coordinates, x/L= 0.7722. 
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Figure 20. W2 Profiles, Wall-collateral Coordinates, x/L= 0.7622 & 
0.7522. 
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(ww)+ vs. y+ 
Freestream Coordinates 
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Figure 21. w*2 Profiles, Free-stream Coordinates, x/L = 0.7722. 
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Figure 22. W2 Profiles, Free-stream Coordinates, x/L = 0.7622 & 
0.7522. 
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(-uv)+ vs. y+ 
Wall Collateral Coordinates 
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Figure 23. -uV Profiles, Wall-collateral Coordinates, x/L= 0.7722. 
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Figure 24. -uV Profiles, Wall-collateral Coordinates, x/L= 0.7622 & 
0.7522. 
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(-uv)+ vs. y+ 
Freestream Coordinates 
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Figure 25. -uV Profiles, Free-stream Coordinates, x/L= 0.7722. 
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Figure 26. -uV Profiles, Free-stream Coordinates, x/L= 0.7622 & 
0.7522. 
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(-uw)+ vs. y+ 
Wall Collateral Coordinates 
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Figure 27. -uW Profiles, Wall-collateral Coordinates, x/L= 0.7722. 
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Figure 28. -uV Profiles, Wall-collateral Coordinates, x/L= 0.7622 
& 0.7522. 
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(-uw)+ vs. y+ 
Freestream Coordinates 
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Figure 29. -uV Profiles, Free-stream Coordinates, x/L= 0.7722. 
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Figure 30. -u'w' Profiles, Free-stream Coordinates, x/L= 0.7622 & 
0.7522. 
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(-vw)+ vs. y+ 
Wall Collateral Coordinates 
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Figure 31. -vV Profiles, Wall-collateral Coordinates, x/L= 0.7722. 
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Figure 32. -vW Profiles, Wall-collateral Coordinates, x/L= 0.7622 
& 0.7522. 
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(-vw)+ vs. y+ 
Freestream Coordinates 

x/L=0.7722 Alpha= 10" Phi= 105°-130° 
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Figure 33. -vW Profiles, Free-stream Coordinates, x/L= 0.7722. 
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Figure 34. -vV Profiles, Free-stream Coordinates, x/L= 0.7622 & 
0.7522. 
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A1 vs. y+ 
Using Wall Refinement 

x/L=0.7722 Alpha= 10° Phi= 105°-130° 
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Figure 35. a, Profiles Using Wall Refinement, x/L= 0.7722. 

A1 vs. y+ 
With Wall Refinement 

x/L= 0.7622 & 0.7522 Alpha= 10° Phi= 120°-125° 
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Figure 36. a, Profiles Using Wall Refinement, x/L= 0.7622 & 
0.7522. 
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A1 vs. y+ 
Without Wall Refinement 

x/L= 0.7722  Alpha=10° Phi= 105°-130° 
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Figure 37. a, Profiles Without Wall Refinement, x/L= 0.7722. 
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Figure 38. a, Profiles Without Wall Refinement, x/L= 0.7622 & 
0.7522. 
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Velocity Defect 
Freestream Coordinates 

x/L=0.7722 Alpha=10° Phi= 105°-130° 
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Figure 39. Velocity Defect, Free-stream Coordinates, x/L= 0.7722. 
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Figure 40. Velocity Defect, Free-stream Coordinates, x/L= 0.7622 
& 0.7522. 
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TKE 
Freestream Coordinates 

x/L=0.7722 Alpha= 10° Phi= 105°-130° 
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Figure 41. TKE, Free-stream Coordiantes, x/L = 0.7722. 
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Figure 42. TKE, Free-stream Coordinates, x/L= 0.7622 & 0.7522, 
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Johnston Hodograph 
Freestream Coordinates 

x/L=0.7722 Alpha= 10° Phi= 105°-130° 
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Figure 43. Johnston Hodograph, Free-stream Coordinates, x/L= 
0.7722. 
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Figure 44. Johnston Hodograph, Free-stream Coordinates, x/L= 
0.7622 & 0.7522. 
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Gradient and Shear Stress Angle Difference 
Any Body Surface Coordinate System 

x/L=0.7722 Alpha=10° Phi= 105°-130° 

Figure 45. Difference Between Gradient and Shear Stress Angles, 
x/L= 0.7722. 
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Figure 46. Difference Between Gradient and Shear Stress Angles, 
x/L= 0.7622 & 0.7522. 
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Anisotropy Constant 
Wall Collateral Coordinates 

x/L=0.7722 Alpha=10° Phi= 105°-130° 
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Figure 47. Anisotropy Constant, Wall-collateral Coordinates, x/L= 
0.7722. 

Table 8-1: Points Discarded In Figure 47. 

0=105° 0=110° 0=115° 0 = 120° 

y/d N y/d N y/d N y/d N 

0.007 -46.99 0.008 16.28 0.007 -36.63 0.005 -9.19 

0.013 16.38 0.009 37.16 

0.012 7.85 

0=123° 0 = 125° 0=130° 

y/d N y/d N y/d N 

0.008 -14.94 0.004 -35.88 0.002 17.80 

0.011 136.60 0.007 867.70 0.005 73.51 

0.014 10.23 0.017 19.74 0.008 43.20 

0.013 10.35 

All values above y/8 = 1.0 are unreliable and have been discarded. 
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Anisotropy Constant 
Wall Collateral Coordinates 

x/L= 0.7622 & 0.7522 Alpha= 10° Phi= 120°-125° 
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Figure 48. Anisotropy Constant, Wall-collateral Coordinates, x/L= 
0.7622 & 0.7522. 

Table 8-2: Points Discarded In Figure 48. 

x/L = 0.7622 

((> = 120° (t>=123° <)> = 125° 

y/8 N y/8 N y/8 N 

0.006 7.79 0.005 -6.22 0.005 -15.59 

0.008 -26.71 0.008 44.34 

0.011 9.28 0.011 9.40 

x/L = 0.7522 

ty = 120° $ = 123° <t> = 125° 

y/8 N y/8 N y/8 N 

0.008 9.31 0.006 -5.95 0.011 9.17 

0.012 11.93 0.009 -44.48 0.014 8.97 

0.015 6.94 0.012 8.87 0.017 10.99 

0.023 7.31 

0.950 -2.23 

All values above y/8 = 1.0 are unreliable and have been discarded. 
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Flow Angle 
Wall Collateral Coordinates 

x/L=0.7722Alpha=10° Phi= 105°-130 0 
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Figure 49. Flow Angle, Wall-collateral Coordinates, x/L= 0.7722. 
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Figure 50. Flow Angle, Wall-collateral Coordinates, x/L= 0.7622 & 
0.7522. 
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Gradient Angle 
Wall Collateral Coordinates 

x/L=0.7722Alpha=10° Phi= 105M300 
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Figure 51. Gradient Angle, Wall-collateral Coordinates, x/L= 
0.7722. 
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Figure 52. Gradient Angle, Wall-collateral Coordinates, x/L= 0.7622 
& 0.7522. 
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Figure 53. Stress Angle, Wall-collateral Coordinates, x/L = 0.7722. 
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Figure 54. Stress Angle, Wall-collateral Coordinates, x/L = 0.7622 
& 0.7522. 
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Figure 55. Intensity Angle, Wall-collateral Coordinates, x/L: 

0.7722. 
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Figure 56. Intensity Angle, Wall-collateral Coordinates, x/L = 
0.7622 & 0.7522. 

104 



I? 

|w|rrau 
Any Body Surface Coordinate System 

x/L=0.7722 Alpha= 10° Phi= 105°-130° 

_LOjJ ! L 

130 

_ULL 

Figure 57. V
,2

/T, Normal to Wall, x/L = 0.7722. Collateral 

10       30        100       300       1,000     3.000 

y+ 

I? 5.2 

|w|/Tau 
Any Body Surface Coordinate System 

x/L= 0.7622 & 0.7522 Alpha= 10° Phi= 120°-125° 

120     123     125     120     123     125 
x/L=0.762  x/L=0.762  x/L=0.762  x/L=0.752  x/L=0.752  xfl.=0.752 

—■ ♦ *— —B— —e>— —*— 

10 30 100 

y+ 

Figure 58. V
,2

/T, Normal to Wall, x/L = 0.7622 & 0.7522. 
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Figure 59. T/V'
2
, Normal to Wall, x/L = 0.7722..7722. 
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Figure 60. x/v'2, Normal to Wall, x/L = 0.7622 & 0.7522. 
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Skin Friction Coefficient 
Interpolated from DLR Experimental Data (Kreplin, et. al., 1985) 

Re=4.2E+06,Alpha=10° 
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Figure 61. Cf interpolated form DLR experiment data (Kreplin, et 
al., 1985).   

Skin Friction Coefficient Comparison 
Along Circumference of 6:1 Prolate Spheriod 
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Figure 62. Cf comparison, ReL=4.2E+06, oc=10°, x/L=0.7722. 
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Skin Friction Coefficient 
Along Circumference of 6:1 Prolate Spheriod 

Re=4.2E+06,Alpha=10° 
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Figure 63. Cf calculated without wall refinement, all locations. 

Skin Friction Coefficient (w/o wall refinement) 
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Figure 64. Cf calculated with wall refinement, all locations. 
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Comparison Between Delta-Y and the U(1)/Ue 
Wall Collateral Coordinates 
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Figure 65. Comparison of U, and the wall refinement (Ay), all 
locations. 
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Figure 66. Boundary Layer Thickness, all locations. 
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Comparison of Averaging Methods 
Body Surface Coordinates - Mean U 
Re=4.2E+06 Alpha= 10° Phi= 123° 
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Figure 67. Comparison of Averaging Methods, Re = 4.2E+06, a: 

10°, <j> = 123°, x/L = 0.7722. 

Figure 68. Flow field on the leeward side of a 6:1 Prolate Spheroid. 
(Wetzel, et. al, 1997) 
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Figure 69. Schematic of LDV probe and prolate spheroid model. 

Translational Production of w' 
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Figure 70. Illustration of translational production of w' in the burst- 
ing process. 
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Rotational Production of w' 
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Figure 71. Illustration of rotational production of w' by QSVs. 
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Figure 72. Illustration depiciting the potential translation w' for ejec- 
tions and sweeps as seen from the buffer layer edge. 
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Figure 73. Comparison of derivative generation methods for mean velocities, x/L: 

0.7622 & 4 = 123°, Free-stream Coordinates. 
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Reynolds Normal Stress Gradients - uu NORMAL STRESS DERIVATIVE, 2nd ORDER - UU 
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Figure 74. Comparison of derivative generation methods for Reynolds normal stress, x/L 
= 0.7622 & 4 = 123°, Free-stream Coordinates. 
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Figure 75. Comparison of derivative generation methods for Reynolds shear stress, x/L: 

0.7622 & 0 = 123°, Free-stream Coordinates. 
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Figure 76. Mean velocities with gradient broadening corrections, x/L = 0.7622 & <j): 

123°, Free-stream Coordinates. 
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Figure 77. Reynolds stresses with gradient broadening corrections, x/L = 0.7622 & <j) = 
123°, Free-stream Coordinates. 
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Figure 78. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 & 4> = 105°, 
Wall-collateral Coordinates. 
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Figure 79. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 & <> = 110° 
Wall-collateral Coordinates. 
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Figure 80. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 & <|> = 115°, 
Wall-collateral Coordinates. 
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Figure 81. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 & o> = 120°, 
Wall-collateral Coordinates. 
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Figure 82. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 & <|> = 123°, 
Wall-collateral Coordinates. 
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Figure 83. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 &ty= 125°, 
Wall-collateral Coordinates. 
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Figure 84. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 & <t> = 130°, 
Wall-collateral Coordinates. 

124 



Reynolds Normal Stress: uu Reynolds Normal Stress: w 

100 

y* 

1000 3000 3000 

Reynolds Normal Stress: ww Reynolds Shear Stress: -uv 

Reynolds Shear Stress: -uw Reynolds Shear Stress: -vw 

10              30 100 

y* 

300             1000 3000                     3 10 30               100 

y* 

300 

Octant 1 Octant 2 Octant 3 

Legend 
Octant 4       Octant 5 Octant 6 Octant 7 Octant 8 

 ■  ♦  

1000 3000 

Note: All Stresses Normalized by Ue
2. 

Figure 85. Octant Contributions to the Reynolds Stresses, x/L = 0.7622 & 4 = 120°, 
Wall-collateral Coordinates. 
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Figure 86. Octant Contributions to the Reynolds Stresses, x/L = 0.7622 & <|> = 123°, 
Wall-collateral Coordinates. 
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Figure 87. Octant Contributions to the Reynolds Stresses, x/L = 0.7622 & <|> = 125°, 
Wall-collateral Coordinates. 
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Figure 88. Octant Contributions to the Reynolds Stresses, x/L = 0.7522 & 4 = 120°, 
Wall-collateral Coordinates. 
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Figure 89. Octant Contributions to the Reynolds Stresses, x/L = 0.7522 & <|> = 123°, 
Wall-collateral Coordinates. 
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Figure 90. Octant Contributions to the Reynolds Stresses, x/L = 0.7522 & $ = 125°, 
Wall-collateral Coordinates. 
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Figure 91. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 & <|> = 105°, 
Free-stream Coordinates. 
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Figure 92. Octant Contributions to the Reynolds Stresses, x/L = 0.7722 & (j) = 110°, 
Free-stream coordinates. 
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Figure 93. Octant Contributions from the Reynolds Stresses, x/L = 0.7722 & <|> = 115c 

Free-stream Coordinates. 
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Figure 94. Octant Contributions from the Reynolds Stresses, x/L = 0.7722 & <j) = 120°, 
Free-stream Coordinates. 
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Figure 95. Octant Contributions from the Reynolds Stresses, x/L = 0.7722 & 
Free-stream Coordinates. 
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Figure 96. Octant Contributions from the Reynolds Stresses, x/L = 0.7722 & <(> = 125°, 
Free-stream Coordinates. 
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Figure 97. Octant Contributions from the Reynolds Stresses, x/L=0.7722 & $ = 130°, 

Free-stream Coordinates. 
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Figure 98. Octant Contributions from the Reynolds Stresses, x/L=0.7622 & 4 = 120°, 

Free-stream Coordinates. 
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Figure 99. Octant Contributions from the Reynolds Stresses, x/L = 0.7622 & <)> = 123°, 
Free-stream Coordinates. 
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Figure 100. Octant Contributions from the Reynolds Stresses, x/L=0.7622 & 4 = 125°, 
Free-stream Coordinates. 
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Figure 101. Octant Contributions from the Reynolds Stresses, x/L = 0.7522 & $ = 120°, 
Free-stream Coordinates. 
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Figure 102. Octant Contributions from the Reynolds Stresses, x/L = 0.7522 & 0 = 123°, 
Free-stream Coordinates. 
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Figure 103. Octant Contributions from the Reynolds Stresses, x/L = 0.7522 & 4 = 125°, 
Free-stream Coordinates. 
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Figure 106. Weighted Octant Population in Free-stream Coordinates. x/L=0.7722, 
<j)=105o-130°. 
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Figure 107. Weighted Octant Population in Free-stream Coordinates. x/L=0.7622 & 
0.7522,4*=120°-125°. 
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Figure 108. Octant population difference between free-stream and wall-collateral coordi- 
nates. x/L=0.7722, <t>=105°-130°. 
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Figure 109. Octant population difference between free-stream and wall-collateral 
nates . x/L=0.7622 & 0.7522, <t>=120°-125°. 
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Figure 110. Octant u'2 contribution difference between free-stream and wall-collateral co- 
ordinates. x/L=0.7722, cb=105°-130°. 
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Figure 111. Octant u'2 contribution difference between free-stream and wall-collateral co- 
ordinates. x/L=0.7622 & 0.7522, (|>=120o-125o. 
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Figure 112. Octant V2 contribution difference between free-stream and wall-collateral co- 
ordinates. x/L=0.7722, <|)=105o-130o. 
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Figure 113. Octant V2 contribution difference between free-stream and wall-collateral co- 
ordinates. x/L=0.7622 & 0.7522, <j)=120°-125°. 
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Figure 114. Octant w'2 contribution difference between free-stream and wall-collateral co- 
ordinates. x/L=0.7722, <J>=105°-130°. 
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Figure 115. Octant w'2 contribution difference between free-stream and wall-collateral co- 
ordinates. x/L=0.7622 & 0.7522, <J)=120°-125°. 
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Figure 116. Octant uV contribution difference between free-stream and wall-collateral 
coordinates. x/L=0.7722, <t>=105°-130°. 
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Figure 117. Octant uV contribution difference between free-stream and wall-collateral 
coordinates. x/L=0.7622 & 0.7522, <t>=120°-125°. 
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Figure 118. Octant Reynolds Stresses, x/L = 0.7722 & <j) = 105°, Wall-collateral 
Coordinates. 
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Figure 119. Octant Reynolds Stresses, x/L = 0.7722 & 0 = 105°, Free-stream 
Coordinates. 
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Figure 120. Octant Reynolds Stresses, x/L = 0.7722 & <|> = 123°, Wall-collateral 
Coordinates. 

160 



Reynolds Normal Stress: uu Reynolds Normal Stress: w 

1000 3000 

Reynolds Normal Stress: ww Reynolds Shear Stress: -uv 

Reynolds Shear Stress: -uw Reynolds Shear Stress: -vw 

30 100            300             1000 
y+ 

3000                    3 10 30              100 
y+ 

300 

Octant 1 Octant 2      Octant 3 

Legend 
Octant 4      Octant 5 Octant 6 Octant 7 Octant 8 

 ■  •—     w 

Note: All Stresses Normalized by Ue
2. 

Figure 121. Octant Reynolds Stresses, x/L = 0.7722 & <|> = 123°, Free-stream 
Coordinates. 
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Figure 122. Octant Reynolds Stresses, x/L = 0.7722 & <)> = 130°, Wall-collateral 
Coordinates. 
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Figure 123. Octant Reynolds Stresses, x/L = 0.7722 & 4 = 130°, Free-stream 
Coordinates. 

163 



Reynolds Normal Stress: uu Reynolds Normal Stress: w 

Reynolds Normal Stress: ww Reynolds Shear Stress: -uv 

Reynolds Shear Stress: -uw Reynolds Shear Stress: -vw 

10 

1000 3000 

30 100            300             1000 3000                    3 10 30               100 
y+ 

300 

Octant 1 Octant 2      Octant 3 

Legend 
Octant 4      Octant 5 Octant 6 Octant 7 Octant 8 

■ 

Note: All Stresses Normalized by Ue
2. 

Figure 124. Octant Reynolds Stresses, x/L = 0.7622 & 4 = 125°, Wall-collateral 
Coordinates. 
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Figure 125. Octant Reynolds Stresses, x/L = 0.7622 & $ = 125°, Free-stream 
Coordinates. 
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Figure 126. Octant Reynolds Stresses, x/L = 0.7522 & 4 = 123°, Wall-collateral 
Coordinates. 
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Figure 127. Octant Reynolds Stresses, x/L = 0.7522 &$= 123°, Free-stream 
Coordinates. 
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Appendix A: Data Reduction Methods 

A.1 Velocity Statistics 
The LDV device provides coincident measurements of all three velocity over a short period of 
time. The coincident measurements simplify the process of extracting statistical quantities. Cross 
correlated statistics such as the Reynolds shear stresses (covariances) can be directly computed 
using discrete forms of their integral definitions. The formulas used follow: 

U= 

Mean 
oo 

juiomdt turf 
~ <=i 

N 
J w(t) dt        I wj 
0 >i 

(A.l) 

w(t) is a weighting factor. In the discrete form, W{ = ws x At. See Section A.2 for a further dis- 
cussion of the weighting factors. 

^ = 4 

Variance (Reynolds Normal Stress) 

jfl/(0-t/) "(0* N 

J M<0 dt 
N-l (A.2) 

uV = 

Covariance (Reynolds Shear Stress) 

N 
N-l 

j=i ■l/V 

u 73_ o 
J([/(t)-[/) w(t) dt 

Third Order Moment 

N 

Jw(t) dt JV-1 

i=l    - - if 
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-3l/fu/2] 
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(A.4) 
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Triple Products 

°j(u(t)-ü]2[v(t)-v)vit)dt 
i?V = ^ iA — 

J w(Q dt 

N 
N-\ 

("it ^ 

-2^uV)-v(u/2) "C'^J-^^J (A.5) 

A.2 Velocity Bias 
The discrete forms of the time-averaged velocity statistics given in the previous section show that 
a At is required for each measurement. Naturally, At should be the length of registered velocity's 
existence. However, LDV systems detect a signal only when the particle flies through the meas- 
urement volume. The signal lasts no longer than the time the particle is in the volume. The life 
span of a signal is infinitesimal compared to the total time of the experiment. Plotting the signals 
versus time reveals a discontinuous function of short realizations widely spaced apart. Thus, At is 
approximately constant for all measurements and drops from the equations. 

The problem with treating each measurement equally in time is that it does not resemble physical 
reality. When the flow moves quickly, many particles enter the measurement volume in a short 
period. As the flow slows down, fewer particles enter the measurement volume during an equal 
period. The velocities of the faster particles are short-lived compared to the velocities of the 
slower particles. Equal treatment of all measurements will skew the velocity statistics in favor of 
the faster velocities. This is the velocity bias problem; McLaughlin and Tiederman (1973) first 
conceptualized it. 

Solving the problem requires a method for weighting each measurement. The weighting schemes 
must approximate the physics of the flow and have units of time. (This is the reason for using the 
notation w^ in the previous section.) Two methods were examined: time between data (TBD) and 
McLaughlin-Tiederman (a.k.a. transit time). 

TBD assumes that the time intervals between each realization reflect the lifetimes of the measured 
velocities (DeOtte, Morrison, and Wiedner, 1992). Each measurement is weighted by the time 
that has elapsed since the previous measurement. TBD works best when the data rate is high; a 
definite correlation exists between the measured velocities and the time between realizations 
(Fuchs, Albrecht, Nobach, Tropea, and Graham, 1992). However, as one approaches the model 
surface, the seed density drops considerably. The data rate decreases and fluctuates. The en- 
trance of a particle into the measurement volume becomes a random event. The relationship 
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between the measured velocity and the time between realizations breaks down (Fuchs, et. al., 
1992). 

The McLaughlin-Tiederman scheme weights each measurement by the reciprocal of the magni- 
tude of the velocity vector. The assumption here is that the measured velocities live long enough 
to span some common length, presumably the diameter of the measurement volume (d). The time 
that the seed particle would take to cross this length (i.e., d/|V|) better represents the life span of 
the measured velocity. Since the length is a constant among all realizations, it will drop out of the 
equations for the velocity statistics. The significant quantity left is the reciprocal of the magnitude 
of the velocity vector. This method requires correlated velocity component measurements for op- 
timum performance. (These experiments meet that criterion.) It is potentially less accurate than 
TBD for high data rate events (DeOtte, et. al., 1992). However, it does not depend on the data 
rate. Thus, it holds for the entire height of the boundary layer. 

A plot (Figure 67) of the three averages (ensemble, TBD, and McLaughlin-Tiederman) displays 
the behavior discussed above and is consistent with the results presented by Fuchs, et. al. (1992). 
The TBD average deviates little from the ensemble average, which has bias near the wall. The 
data rate in these experiments is too low (~< 100 measurements/sec.) for successful application of 
TBD. The TBD method has no corrective effect for data taken. It was not used in the final data 
processing.   The McLaughlin-Tiederman average consistently differs from the ensemble average 
throughout the boundary layer. It demonstrates a correction over the physically-flawed ensemble 
average. Thus, this weighting scheme was used for the final data reduction. 

A.3 Gradient Broadening 
The purpose of this experiment is to obtain time-averaged velocity statistics for a set of points 
within the boundary layer. However, the LDV system records velocity events within the 
measurement volume, not a point. The flow velocity at one edge of the volume may differ from 
the flow velocity at the opposite edge. A velocity gradient then exists within the measurement 
volume. The problem of obtaining velocity statistics at a point from a series of measurements ob- 
tained from a small volume is termed gradient broadening or spatial bias. 

Durst, Martinuzzi, Sender, and Thevin (1992) analyzed the problem. The statistics containing the 
spatial bias represent spatially averaged quantities of the measurement volume. (These are the sta- 
tistics computed using the LDV system output and the discrete equations in Section A.l.) The 
relationships that define spatial-averaging mirror the equations for time-averaging. For the mean, 
it is (Durst, et. al., 1992): 

yc+d/2 

1   U(y)f(y)dy      yeHV2 

<^>=^ 4 J U(y)f(y)dy ^ 
J  f(y)dy 

(Yc is the radial location of the center of the measurement volume.) The weighting function, f(y), 
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accounts for the distribution of light intensity within the measurement volume. (This assumes that 
the probability of particle detection is directly proportional to the intensity of the back scattered 
light.) Durst, et. al., suggest the following probability function, 

f(y) 
JlK 

e    d2 (A.7) 

which integrates to one. The integrand of the spatial average is expanded into a Taylor series 
about the center of the measurement volume (Durst, et. al., 1992). 

y*i ( 
(U) = ± J   U(yc) + iy-yc) 

f JTi 

yc-^v 

dU(y) 
dy 

(y-yc)((PU(y))   ) 

'yc 
df ' yc) 

f(y)dy (A.8) 

The Taylor series is then integrated (Durst, et. al., 1992). 

W  uyc+32{df)yc 

The first term on the right side is the unbiased mean at the point, yc; the equation can easily be re- 
arranged to deliver a function for the corrected mean. Equations for the remaining statistics are: 

(A.9) 

U y<   \U  I    16Uy L    32 
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32 
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(A.10) 

(A.11) 

(A.12) 

,       „ v   -,    _, ,      ~v   -7      , (A.13) 'yc      ~ v   -y      -J /yc \    "•/       Jyc 

The size of the correction depends on the magnitude of the derivatives of the velocity statistics; 
Section A.6 details the derivatives and their influence on the gradient broadening correction. 

'yc 

yc 

:7V  _/TON-£(*£<#!  -*{MvLm\ M*±?L u ^yc-\u Vl   16{ dy dy)yc    *{ dy   dy)yc   321,   df 

A.4 Normalizing Velocity 
The gradient broadening corrections require derivatives of the statistical quantities. The methods 
for getting these derivatives and other important flow properties (like the skin friction coefficient) 
require mean velocity vectors at multiple points along the profile. Yet, the tunnel conditions at 
each point are different. A unifying factor must be found. All points do have one flow property 
in common. The Reynolds number (with respect to the model length) was held constant. This al- 
lows a few liberties. This work assumes that the ratio of the flow speed at the edge of the profile 
to the upstream tunnel flow speed is constant. Given the tunnel flow speeds, a "profile edge" ve- 
locity can be computed for each point. Whenever multiple points are used in a calculation, the 
profile edge velocity, Ue, normalizes the velocity vector. (Note: For x/L= 0.7722 and $= 123°, 
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the speed of the point just below the top of the profile was used instead. The speed recorded for 
the top point was 20% larger than the three below it. Using the second point produced better re- 
sults in those properties that required multiple points in their solution.) 

A.5 Coordinate Transformation Of Velocity Statistics 
All coordinate systems used in this paper are invariant with respect to time. And, each measure- 
ment consists of three correlated, orthogonal velocity components. Therefore, the transformation 
of the velocity statistics into different coordinate systems becomes straightforward (although it 
evolves into complexity). Direction cosine matrices are the preferred method of applying trans- 
formations. 

X\ l\\ In In       x\ 
X2   ■   =   hi hi hi    \ x2   ■ (A-14) 

*3  J A      L ^31   ^32   ^33  -I  »• *3  J B 

First, the transformation is applied to the velocity vector. Then each velocity component in the 
integrand of the equations in section A.l is replaced by the equation for the transformed compo- 
nent. The integral is then expanded and broken into smaller integrals that share a common prod- 
uct of direction cosines. The direction cosines are then moved outside the integrals and 
integration is performed. The result is a set of algebraic equations containing only direction co- 
sines and velocity statistics. For example, 

UA = 
J UA(tMt) dt    j(lnUB(t) + lnVB(t) + lnWB(t)Mt) dt 
0 _ 0  

jw{t)dt J w(0 dt 

J UB(t)w(t) dt       J VB(tMt) dt       J WB(tMt) dt 
= in 

J w(t) dt 
+ 1 12- 

J w(t) dt 
+1 13- 

JH(0 dt 

= lnUB + h2VB + hiWB 

The remaining equations follow (one example for each statistic): 

^A=l2
n^B + l]2^B + l2n'^B + 

2[iiiluüVß + lninüVß + hihVWß J 

(A.15) 

(A.16) 

u'}/ A= luhiun B + lnhiV^jB + lishiv/1 B + 
WVB(luh2 + hihi) + ]^B(h\hi+hihi)+ 
u/v/

B(lnh2+h2hi) + u'wf
B(luh3+lnh\)+ 

v'Wßilnhz+hhi) (A.17) 

u/3A = iiiU/3ß + inV/3B + ii3W/3ß + 6iiiWi3uVu/B+ 
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l]2h3V/2w,B + iynWf2u/B + lhh2Wnv/B) (A.18) 

^B(lnh2 + 2lnh2hi) + l?2^B[lnl23+2lnlnl2iy 

V^BUilhl +27n7i2i22 J + V^ß(il2^23 +2il2il3i22 J+ 

W«i?ß[/?3721+27llll3/23) + WS?B(il3i22+2Jl2il3l23)+ 

2 U'VWBCJI 17i2]23 + h l hiln + Wniis) (A-19) 
From these examples, the remaining equations can be found using the following rules. The sub- 
scripts 1,2, and 3 refer to the velocities u, v, and w respectively. The first subscript of the direc- 
tion cosine refers to the statistic on the left side of the equation. The second subscript refers to 
the statistic being multiplied by the product of direction cosines multiplies. For example, in the 
last three terms of equation A. 19, the first subscript of the direction cosine products is a combina- 
tion of two ones and one two because the term on the left hand side of the equation is u'V; the 
second subscripts of the direction cosine products are a combination of one, two, and three be- 
cause they are multiplied to the statistic u'vV. 

A.6 Obtaining Derivatives Of Flow Quantities 
The gradient broadening corrections require first and second order derivatives of the statistical 
quantities. Also, the formulas of many derived quantities, such as the anisotropy constant or eddy 
viscosities, contain radial gradients of the mean flow and of the Reynolds stresses. Numerical 
methods are used to estimate these derivatives from discrete data. The classic (and simplest) al- 
gorithm is the finite difference method; it forms the baseline by which other methods are judged. 
The central difference equations for three points with uneven spacing are: 

1 (j2-7o)(Ji-7o)0'2-Ji) 

ft = 2((yi -ytih-iyi -yo)f\ +(y2 - vQ/o) (A.21) 
1 (j2-yo)(yi-yo)(y2-yi) 

These equations exhibit the limitation common to all the algorithms evaluated here. The spacing 
between the points used in obtaining the derivatives must reflect the change in the flow field. If 
the spacing becomes too large, then the numerical scheme computes derivatives that reflect a 
function other than the one that physically describes the flow (but which will pass through the 
data points). 

For the bulk of each profile, the derivative at a point was computed by applying a least squares fit 
of a quadratic function to itself and its four immediate neighbors. The first and second order 
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derivatives of the 'middle' point are assigned the values of the differentiated quadratic equation. 
This solution produces a smooth profile of derivatives. The uncertainty of the data has a smaller 
impact on this scheme than it does on a finite difference method which may deliver a "wavy" de- 
rivative profile. 

The quadratic fit cannot be used on the first two or last two points of a profile because they do 
not have four surrounding neighbors. The last two points, usually outside the turbulent boundary 
layer, do not attract the same importance as the first two points closest to the wall. For these 
points, only two alternate schemes were examined. The first modified the original scheme. In- 
stead of fitting the curve to five points, the curve was fit to what was available (i.e., four and three 
points respectively). For example, the derivatives of the last point would be derived from the last 
point and the two neighbors below it (three points). The other method tested, a three point back- 
ward difference scheme, occasionally exhibited erratic behavior with the derivatives of containing 
V (or V). (See the top two points of Method 5 on Figures 75-77; these use the finite difference 
scheme. The other methods use the least squares fit). The modified least squares scheme re- 
mained smooth, and it kept the programming simple by utilizing existing code. Therefore, it was 
used in the final data reduction. 

The first two points have the promise of providing insight into the near wall mechanics that affect 
the flow. The derivatives here are large and can affect the values of the statistical quantities 
through the gradient broadening correction. Precision must be maintained. Therefore, a wider 
range of methods for extracting derivatives was examined. One possible advantage that the bot- 
tom of the profile has over the top is the emergence of a "free" data point, the wall. All statistical 
quantities become zero at the wall. However, using the wall as an extra data point could intro- 
duce greater error. First, the location of the wall is not precisely known. A curve fit of the Spald- 
ing continuous wall law does yield a refinement of the walls initial placement but there is no 
certainty that this process produces a more accurate result (see Section A.7). Second, the dis- 
tance between the wall and the first point may be too large; rapid change occurs close to the wall. 
Three of the schemes described below use the wall in creating their derivatives. 

The algorithms tested can be placed into three broad categories: quadratic curve fits, finite differ- 
ence schemes, and Taylor series extrapolations. To simplify the discussion, the radial position of 
the wall and the first four points of the profile will be referred to as r0 through r4. Figures 75-77 
display the results of using the various schemes at <])= 123° and x/L= 0.7622. (Note that these 
methods are only used to predict the derivatives for the bottom two points; the quadratic fit is 
used elsewhere except for the top two points of the method 5 curves. A backward difference 
scheme is used here.) On these plots, Methods 1 and 2 employ the quadratic curve fits. Method 
1 makes use of the wall; Method 2 does not. Thus, Method one fits five (r0-r4) and four (r0-r3) 
points to the quadratic curve to gain the derivatives at r2 and r, respectively. Method 2 fits four 
(r,-r4) and three (r,-r3) points. Method 5 uses a central difference scheme; this includes the wall in 
the solution at the bottom point. 
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The Taylor series extrapolation uses a combination of Taylor series expansions and finite differ- 
ence equations to predict the next derivative. Every continuous, differentiable function can be 
represented by a Taylor series: 

fl=fo+hü^~^r~ (A-21) 
Taking the derivatives of the Taylor series, one gets the following relationships (expanded to 
fourth order): 

f^t + Zto-«)*^-*)2 <A-23> 
Obtaining the first and second order derivatives at x„ requires the third and fourth order deriva- 
tives at x,. A three point forward difference method, using the first and second order derivatives 
at x„ Xy and x3 can estimate these higher order terms. 

For the data reduction, only the derivatives of the bottom point are predicted in this way. Using 
this algorithm for two consecutive points only compounds the error. The derivatives of the sec- 
ond point from the wall are determined by the same least squares fits used in either methods 1 or 
2. The Taylor series extrapolation coupled with method 2 is referred to as method 4 in the 
graphs. Method 3 is the Taylor prediction scheme that utilizes method 1. 

The graphs (Figures 75-77) show that these numerical methods do not agree on the value of the 
derivatives nearest the wall. The distance between points may be too large to properly construct 
derivatives here. Validating this conclusion would require testing each method against itself using 
a set of more closely spaced points. Unfortunately, this need was not foreseen; a profile with a 
higher density of points near the wall was not taken. The methods that use the wall as a data 
point predict much larger derivatives than their counterparts which use only measured points. 
The wall must be too distant from the initial measured point to be helpful; the large uncertainty in 
its actual position (section A.5 & A,7) makes its use unwise. 

In every plot, at least one pair of methods agree closely. Method 4 frequently belongs to these 
pairs and exhibits the smoothest behavior. Therefore, this method was chosen for the final data 
reduction. One encouraging sign is the agreement between the central difference scheme (method 
5) and the four point quadratic fit (Methods 2 & 4) on most of the gradients at r2. However, the 
general lack of agreement on the derivatives decreases confidence in the values of derived flow 
quantities near the wall that incorporate gradients. The gradients at r2 are reasonably correct; the 
second order derivatives and all derivatives at r, are unreliable. 

The most disturbing effect of derivative uncertainty is the gradient broadening correction of the 
velocity statistics; the error of the velocity statistics could worsen considerably. The correction 
was applied to the velocity statistics of one profile (<))= 123°, x/L= 0.7622) using the derivatives 
gathered from the different methods describe earlier. Figures 78 and 79 display the results for the 
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means and Reynolds stress. The small diameter of the measurement volume, 55(im, kept the cor- 
rection tiny for these velocity statistics. Thus, the means and Reynolds stresses show an immunity 
to the difference between the derivative calculations. The triple products, on the other hand, ex- 
hibited discernible changes near the wall and, thus, lose reliability. (These results are not shown 
because this paper does not examine the triple products.) 

Next, the gradient broadening correction for all the profiles was examined using method 4. Table 
B-l shows the correction for the bottom point where derivative uncertainty is high. Table B-2 
shows the correction for the third profile point (the last able to use the quadratic fit with five data 
points). The correction for the means and Reynolds stresses at the third point remain within the 
uncertainty of those statistical quantities with a few exceptions (See Appendix C). Also, these 
corrections remain within the same order of magnitude across all profiles. In comparison with the 
corrections at the third point, the majority of the corrections do not appear unreasonable. But, a 
few are clearly incorrect. 

Table A-l: Percentage Change Performed By Gradient Broadening At The 
Bottom Point Of The Profile 

Position U V w uV VV wW uV uW vW 

105a 0.35% -1.06% 0.30% -7.15% -0.50% -0.71% -1.00% 8.34% -0.76% 

110a 0.30% 23.03% 0.30% -4.35% 0.79% -0.15% -1.65% 6.08% -1.16% 

115a 0.26% -3.10% -0.57% -4.46% -2.15% 0.39% 0.31% 4.65% -1.00% 

120a 0.06% 25.63% -4.46% -2.45% -4.08% -0.04% 2.55% -51.11% -0.48% 

123a 0.29% 3.69% 0.74% -3.69% -0.03% 0.28% 0.40% 9.17% -0.88% 

125a 0.32% 143.50% 0.15% -5.89% -7.44% 0.12% 11.03% 5.18% -1.81% 

130a -0.49% 1.21% -0.67% -0.41% -6.05% -0.94% 3.83% -0.94% -0.09% 

120b 0.52% -50.26% 3.21% -7.13% -0.20% 0.69% 1.14% 38.21% -0.22% 

123b 0.57% -5.50% 3.42% -8.27% -0.72% 0.85% 0.51% 21.30% -2.87% 

125b 0.15% 2.90% 0.39% -3.69% -1.31% 0.04% -0.26% 5.95% -3.71% 

120c 0.29% 4.80% 0.66% -3.81% 0.10% 0.37% -0.59% 8.23% 0.09% 

123c 0.09% 14.64% -3.60% -2.31% -0.55% 0.36% -2.65% 63.48% -0.29% 

125c 0.10%|     0.56% -0.00% -1.21% 0.21% 0.12% -0.06% 4.96% 2.72% 

** Thenui 
0.79, c=0.7 

tnbers in 'Position 
8). 

1 give the i $ locati on. The letter inc licates xJ L (a= 0. 80, b= 
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Table A-2 Percentage Change Performed By Gradient Broadening At The Third 
Point Of The Profile 

Position U V W u'u' vV wW uV uV vW 

105a 0.13% 0.06% 0.11% -1.88% 0.24% -0.11% -0.19% 2.58% -0.25% 

110a 0.04% -0.18% 0.03% -0.92% 0.08% -0.03% -0.07% 1.52% -0.06% 

115a 0.13% 0.43% 0.21% -1.79% 0.25% 0.08% -0.37% 3.23% -0.26% 

120a 0.09% 0.10% -0.42% -1.57% 0.12% 0.14% -0.38% 1.07% -0.04% 

123a 0.08% 0.55% 0.18% -1.03% 0.13% 0.09% -0.24% -2.23% 0.01% 

125a 0.05% 0.04% 0.07% -1.36% 0.08% 0.06% -0.22% -3.95% -0.00% 

130a 0.05% -0.14% 0.09% -1.48% -0.33% -0.02% -0.39% 1.73% 0.64% 

120b 0.10% -1.11% -0.15% -1.69% 0.08% 0.07% -0.33% 3.09% -0.05% 

123b 0.14% 0.87% 0.21% -1.80% 0.14% 0.17% -0.27% 3.36% 0.14% 

125b 0.11% -8.23% 0.18% -1.46% 0.13% 0.15% -0.31% 4.92% 0.09% 

120c 0.08% 2.09% -0.07% -1.06% 0.14% 0.04% -0.26% 1.93% -0.20% 

123c 0.09% 0.16% -0.19% -1.26% 0.03% 0.12% -0.10% 1.97% 0.18% 

125c 0.04% -0.10% 0.04% -0.56% 0.10% 0.06% -0.07% -0.13% -0.14% 

** Thenui mbersin 'Position ' give th« 5 § locati on. The letter inc licates » *L (a= 0.80, b= 
0.79, Cr=0.1 8). 

Judging from the graphs and the tables, the gradient broadening corrections for the bottom point 
maintains only an order of magnitude accuracy. These corrections also occasionally balloon in 
size. The overall effect increases the uncertainty of velocity statistics near the wall to approxi- 
mately the size of the correction. For the means and Reynolds stresses, the added uncertainty re- 
mains the same size as the statistical uncertainty or smaller. However, the triple products lose all 
practical value. All of this emphasizes the need to obtain a greater density of points near the wall. 
Any future work must include such a profile. This profile can validate or reject the methods pre- 
sented here. Otherwise, the problem of derivative uncertainty near the wall will persist. 

A. 7 Skin Friction Coefficient And Wall Location Refinement 
-> 

The following relation defines the skin friction, T ,and skin friction coefficient, Cf (Shetz, 1992): 
( -*\ 

By 
V 

cf=1 

-> 
T 

Jvi bW 
(A.24, 25) 

The viscosity, \i, and the density, p, are assumed equal to their free-stream values. This leaves the 
velocity gradient at the wall as the only unknown. The previous section demonstrated that obtain- 
ing velocity gradients near the wall was wrought with uncertainty. Direct calculation of the 
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velocity gradient at the wall is not possible. Instead, assumptions will be made about the laws 
which govern the flow. 

The LDV device has allowed flow measurements very close to the model surface.   In the near 
wall region, the flow angle turns very slowly (see Figures 49 & 50). A coordinate system can be 
defined where the local flow becomes nearly two dimensional in the mean. It is called the wall 
collateral coordinate system and is explained in Appendix A.2.5. In this system, relationships de- 
veloped for the 2D turbulent boundary layer may still hold some value. Two formulas present 
themselves as candidates which may be used to derive the skin friction coefficient. The first, eqn. 
A.26, represents the reduction of the Navier-Stokes equation in the laminar sublayer, y+ < 7-10. 

u+=f-A(y+)4 (A.26) 

u=lCfTTe 
f = h~ (A-27'28) 

The Spalding Continuous Wall law, eqn A.30, is the second; it is valid from the wall to the log re- 
gion in 2D flows, -7-10 < y+ < -100. 

y+ = "+4 eku+-l-ku+ ^ ,  ,..+ (frr  i^r 
2! 3! (A.29) 

Equation A.26 contains only two unknowns, A and Cr (The kinematic viscosity, v, is assumed to 
be constant throughout the boundary layer.) A least squares fit of this equation using the first few 
points of the profile can estimate the skin friction coefficient. As mentioned in section 3.1, the er- 
ror of the wall's position is a good percentage of the radial positions of the first few points. Sec- 
tion 5.2 discusses evidence that human error during the wall-position calibration has increased this 
uncertainty. This uncertainty jeopardize the accuracy of the least squares fit. By introducing an- 
other unknown, Ay, the position of the wall becomes another quantity to solve (i.e., y = r + Ay, 
where r is the 'calibrated' radial position. For the first point of the profile, r = 0.01 cm.) This pro- 
vides a theoretical refinement of the wall's position. 

The same can be done with the Spalding continuous wall law. The formula can be rearranged so 
that the only unknowns are Cp k, E, and Ay (if refining the wall position is desired). This intro- 
duces more unknowns than equation A.26; this is undesirable since precious few points lie in the 
quasi-collateral region. However, Coles observed that, for a majority of 2D turbulent boundary 
layers, u+= 16.23 at y+= 100; this led to discovery of Coles constants, k= 0.41 and E= 5.0 (Stan- 
ford Conference, 1968). Use of Coles constants reduces the number of unknowns to two (one, if 
wall refinement is not used). 

The least squares fit of eqn. A.26 needs two points; adding the wall position as an unknown re- 
quires three. The fit of the Spalding continuous wall law with Coles constants requires one fewer. 
Equation A.26 requires that all the points used in the fit lie within the viscous sublayer for accu- 
racy; this is unlikely. The flow angles of the lowest points on the profile do turn slowly. Al- 
though the difference between flow angles does remain within error, these points likely he in the 
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buffer region (7-10 < y+ < 30-40) or the log layer (30-40 < y+ < 100). The Spalding continuous 
wall law allows the points to lie within a much broader range. However, using Coles constants 
may impose an artificial constraint on the problem which contradicts the flow physics. Therefore, 
both equations were thoroughly tested. 

The only tested variation on Eqn. A.26 assumed that the position of the wall was correct. Eqn. 
A.29 was examined with and without the wall as an unknown. Table B-3 displays the results. No 
direct skin friction measurements have been performed on the 6:1 prolate spheroid at the Rey- 
nolds number of this experiment (4.2E+06). However, skin friction of a 6:1 prolate spheroid has 
been measured at Göttingen with a Reynolds number of 7.7E+06 (Kreplin, Vollmers, and Meier, 
1985). The skin friction coefficients derived from the curve fits were loosely compared to the 
Göttingen data. The skin friction coefficient values from eqn. A.26 are not unreasonable; but, 
they are low. Cf grows increasingly smaller with the number of points fit to the curve. Using the 
Göttingen data to define y+ would reveal that the bottom point of all profiles would not fall within 
y+ of 10; the points lie outside the viscous sublayer. Thus, eqn. A.26 is being applied to a region 
where it is not valid; thus, it performs poorly. Since the form of eqn. A.26 which adds the wall 
position as an unknown requires an extra data point, examining it becomes a useless exercise. 

The Cf values derived from eqn. A.29 are close in value and behavior to the data from Göttingen. 
These values demonstrated little dependence on the number of points used in the curve fit beyond 
the third or fourth point. The differences fall within 6% of each other when no wall refinement is 
used. With wall refinement, the largest discrepancy jumps to 13% at x/L= 0.7522 & <(>= 125°. 
The wall refinement itself (Ay) heavily depends on the number of points used in the curve fit. 
Wall refinement suffers from the same problem as the methods for extracting derivatives. There 
are too few points near the wall; not enough points can be utilized to sufficiently suppress the in- 
fluence of data uncertainty on the results. Nevertheless, the impact of the data shortage is not as 
devastating as it was for the derivatives. The wall refinement does level out for profiles that have 
four points within the wall collateral region and the buffer layer. A minimum of five points in the 
buffer layer should produce optimal results. Although none of the profiles meet this ideal, the re- 
sulting uncertainty in Ay averages to ± 6 urn and could be as high as ±18 um (at x/L= 0.7522 & 
<|>= 125°). This is superior to the original uncertainty of the wall position. 

Section five discusses the merits of using the Spalding continuous wall law. That analysis shows 
that the data appears to greatly benefit from inclusion of the wall refinement technique. The final 
data analysis incorporated this refinement. For the final data analysis, two criteria determined the 
number of points used in the final evaluation of the methods based on the Spalding relation. All 
points had to lie in the wall collateral region. The Johnston hodographs (Figures 43-44) became 
the visual tool for this determination. The points that rest to the left of maximum crossflow and 
lie along a line connecting the first and third point of the plot occupy the wall collateral region. 
The points also had to lie within y+ < 40. This requirement is consistent with the work of Flack 
and Johnston (1993). They examined a pressure driven 3D turbulent boundary layer generated by 
a sharp edged step swept at 45°. They demonstrated that the Spalding continuous wall law (using 
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direct skin friction measurements) described the velocity profile to y+ < 30 (the buffer region) and 
significantly deviated from the flow at y+ > 40. A listing of the number of points is displayed in 
Table B-4 in Appendix A.l 1 which discusses the flow angle. 
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A.8 The Boundary Layer Thickness 
The boundary layer thickness, 8, was determined using the classical relation, Us= 0.99 Ue (Shetz, 
1993). (Ue is the profile edge velocity; See section A.4.) Since the Ue is different for every pro- 
file point, the program searches for the point where |V|/Ue < 0.99, where |V| is the magnitude of 
the mean velocity vector. A quadratic equation is fit to that point and the one above; then, it is 
solved for the position where |V|/Ue = 0.99. Figure 66 plots 8. 

A.9 Displacement And Momentum Thicknesses 
Two displacement and four momentum thicknesses exist for the 3D flow (Cooke and Hall, 1962): 

6    TT, 

•»■IMS* --!(*-£)£* 
e21=-|Eldy e22 = -lfd, (A.34,35, 

0    ue 0  ue 

In the actual implementation, the integral is carried out to the data point, 8p, closest to but higher 
than 8. The integral is evaluated using the trapezoidal rule in the free-stream coordinate system. 

A. 10 Flow, Gradient, Stress, And Intensity Angles 
The mean flow angle (eqn. A.36), the mean velocity gradient angle (eqn. A.37), the Reynolds 
shear stress angle (eqn. A.38), and intensity angle (eqn. A.39) were calculated in two axis sys- 
tems body surface coordinates (Section A.3.3) and free-stream coordinates (Section A.3.4). 

m OCf=arctan|=| ^^ 

(Xg = arctan 
dU/dy (A.37) 

as = arctan |=J (A3g) 

n<      ♦     f_2ÜV_l aj = 0.5 arctan ==—= (A.39) 
Vun-wn ) 

Flow angles define the free-stream (Section A.3.4) and wall collateral coordinate systems (Section 
A.3.5). The uncertainty in af is approximately ± 0.4° for the range of values exhibited by the pro- 
files. The flow angle, in free-stream coordinates, indicates the level of three dimensionality in the 
flow. The largest ocf encountered is about 20°; the flow experiences a moderate 3D effect. This 
explains the success of the Spalding continuous wall law (Section A.9) in describing the buffer re- 
gion of this flow. The flow slowly develops a moderate change in its direction within the profile. 
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The flow angle hits a maximum at y+ < 50 and remains constant to the wall. This nearly 2D re- 
gion is the wall collateral region. Table A.4 shows the extent of the wall collateral region for each 
profile. The flow angle profiles are plotted in Figures 49 and 50 using the wall-collateral coordi- 
nate system. 

Table A-4: Extent Of Wall Collateral Region 
6 Location 1 Number of Points in Region 

1       3 4 5 
105a X 

110a X 

115a X 

120a X 

123a X 

125a X 

130a X 

120b X 

123b X 

125b X 

120c X 

123c X 

125c x 

x/L location: a=0.7722 b=0.7622 c=0.7522 
The physical significance of ag and cts lies in their difference which signifies the level of isotropy. 
The uncertainties of ccg and cts are ±0.9° and ±3.7°, respectively. Therefore, their difference is un- 
certain to ± 4.6°. In the outer layer, the shear stress angle lags behind the gradient angle. Ac- 
cording to Flack and Johnston (1993), these angles become nearly coincident near the wall and 
this would justify the use of the eddy viscosity model near the wall. However, the prolate sphe- 
roid data indicates that the shear stress angle approaches and then leads the velocity gradient an- 
gle at y+< 50. (Although data exists at y+< 20, the uncertainty in the gradients makes any 
attempt at interpretation of the gradient angle suspect.) The difference between the gradient and 
shear stress angles are plotted by x/L station in Figures 45 and 46. The gradient and stress angles 
are plotted under wall collateral coordinates in Figures 51-54. The intensity angle (a{) is the di- 
rection in which u'2 is largest and, consequently, uW is zero. This angle is plotted in Figures 55 
and 56 under wall-collateral coordinates. 

A.11  TKE, a1 Structural Parameter, And S Parameter 
The TKE, a, structural parameter, and S parameter are all invariant to coordinate rotation. Since 
3DTBL research still struggles with the question of the appropriate coordinate system in which to 
examine data, these quantities garner attention. They appear in closure models and are used to 
compare 3D and 2D TBLs. Each of the turbulent fluctuations (u\ V, and w*) carries part of the 
kinetic energy (per unit mass) of the flow. The average of this turbulent kinetic energy (or TKE) 
can indicate the level of turbulence in a region of flow: 
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K= ty = Uun + V2 + W1) <A-4°) 
Because the TKE represents a characteristic of the fluctuating flow and is independent of coordi- 
nate system, the TKE appears in many turbulence models such as the K-£ model and its deriva- 
tives. Plots of the TKE profiles normalized by the square of Ue are found in Figures 41 and 42. 
The structural parameter, a„ is the ratio of turbulent shear stress to twice the turbulent kinetic en- 
ergy (TKE): 

[uV2 + vV2]' 
a,-=* =— <A-41> 

q,2 

The a! parameter is invariant with respect to coordinate rotations about the Y-axis of a body sur- 
face axis system. It, therefore, gathers alot of attention in flow studies. It has mainly been the fo- 
cus of comparisons between similar 2D and 3D turbulent boundary layers because its value drops 
in the 3D case. This has been shown in the channel flow experiments of Schwarz & Bradshaw 
(1993) and Flack & Johnston (1993). Senstad & Moin (1992) have also shown similar behavior in 
the numerical simulation of a channel flow experiencing a spanwise pressure gradient. However, 
there is no companion 2D boundary layer in the current experiment. Here, the a, parameter has 
shown its worth as a test of the wall refinement method. Flack and Johnston (1993) showed that 
profiles of the a, parameter collapsed on a y+ plot for their moderate 3DTBL. The a, parameter 
exhibits a similar behavior in this flow, which is enhanced when wall refinement is used. (A more 
in depth discussion appears in Chapter three.) Plots of the a, profiles appear in Figures 37-40. 

The flow structure parameter, S (Eqn. 42), is a lesser known and rarely referenced quantity in 
3DTBL research. But it is gathering more attention in recent studies: McEgliot and Eckelmann 
(1993), Olcmen and Simpson (1995), and Fleming, Simpson, and Sinpaugh (1995). In 2D flows, 
the S parameter actually represents the ratio of -vW production to -u'w' production (Olcmen and 
Simpson, 1995). In 3D flows, S is a close approximation of this ratio. 

s= 2 r V_x2    / V 3 (A.42) 
(uVJ + (vVJ 

S and 1/S are plotted in Figures 57-60. 
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Appendix B: Uncertainty Analysis 

B.1 Sources Of Uncertainty 
The instrumentation accuracy and the sample size at each location in the profile contribute to the 
uncertainty of the time-averaged velocity statistics. Instrumentation accuracy is based on the 
physical properties of the experimental apparatus. Its affect on data uncertainty is direct and 
propagates through successive calculations. Sample size is the major determinant of statistical un- 
certainty. This uncertainty affects calculations containing the time-averaged velocity statistics. 
The instrument accuracies and statistical uncertainties combine to form the base of uncertainties 
used in the analysis of successive computations. This section details the origins and utilization of 
these uncertainties. 

B. 1.1 Instrumentation Accuracy 
All the instruments described in Appendix B have finite accuracies; those with significant impact 
on the data originate from the LDV system, the probe traverse, the initial placement of the meas- 
urement volume at the wall, and the rigidity of the probe within the model. 

When possible, instrumentation accuracies were measured during calibration. The LDV probe 
used in these experiments was calibrated against a spinning wheel of know diameter and rotational 
rate; repeated velocity readings of the wheel determined that the uncertainty in the LDV system 
was ±0.5% (Chesnakas and Simpson, 1993). Likewise, the probe traverse was observed to have 
a positioning accuracy of ±8 |xm (Chesnakas and Simpson, 1993). 

Some instrumentation accuracies are dependent on human error or unforeseen circumstances; 
these are quantified guesses based on expected behavior of the data. Initial placement of the 
measurement volume at the wall was performed for each profile visually with the use of a magni- 
fying lens. The uncertainty of this procedure depends on the acuity of the individual that per- 
formed the positioning. The uncertainty was ultimately derived from application of the Spalding 
continuous wall law on the data. As explained in chapter three, a least squares fit was used to re- 
fine the location of the wall. The uncertainty of the refinement was determined to be the rms av- 
erage of the difference obtained when using one more or one less data point in the curve fit. (The 
number of data points used in the curve fit is the dominating influence over the wall correction.) 
For the set of thirteen profiles, the error came to ±8 um. 

As explained in Section A. 1.3.2, a compromise in the rigidity of the probe was discovered after 
the wind tunnel experiment was complete. The clue was a sudden jump in the v component of ve- 
locity from the profiles at x/L=0.7722 to those at x/L=0.7622. Based on the assumption that the 
v component of velocity should be near zero at the wall, the coordinate rotations were redefined. 
Furthermore, an uncertainty also exists for the orthogonality of the three laser beams. These two 
factors combine into an estimated 0.5° uncertainty in the coordinate rotation to body surface 
coordinates. 
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Table B-l: Instrumentation Error 

Source Uncertainty 

LDV Optic Probe ±0.5% (Velocity) 

Probe Traverse ±8 (im 

Initial Measurement 
Volume Placement 

±8 um 

Probe Orientation and 
Orthogonality of Beams 

±0.5° 

B.1.2 Statistical Uncertainty 
Uncertainties in estimating a statistical quantity based on a finite sample size are mathematically 
defined. It is the largest contributor to the overall uncertainty of time-averaged statistics more 
complicated than the mean. Unfortunately, texts on statistics only cover confidence intervals for 
means and variances. A few authors have presented formulae for estimating the error of the co- 
variances due to finite sample size. However, no reference can be found for higher order statistics 
like the triple products presented here. Deriving such relations would be a thesis in itself and is 
beyond the scope of this work. One can only qualitatively say that the error would be higher than 
that of the variances or covariances; this error would make them greater than ten percent. Thus, 
the numbers for these higher order terms hold questionable value; thus, this paper does not evalu- 
ate the triple products. Plots and tables of their values are provided as an addendum to this thesis. 
The following relations define the statistical uncertainties: 

Mean 

<*)■* ±Z<x/2 (B.l) 

Variance (Reynolds Normal Stress) 

Xo.025 
(B.2) 

B.1.3 Total Uncertainty 
Assuming that each of the uncertainties represents a 95% confidence interval. The combined in- 
fluence of all the listed uncertainties can be found using: 

121 

E(un 

dxi w *jj 
(B.3) 

where u'2 is a function of x, n. The partial derivative was obtained numerically using a central 
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difference scheme. Uncertainties were calculated for each point in each profile. For a given ve- 
locity statistic, an uncertainty percentage was obtained for each profile by dividing the largest un- 
certainty by the largest value. This method gives a reasonable overall percentage, particularly for 
quantities that change sign. This method, however, can obscure the true reliability of the data 
when the disparity between the rninimum and maximum values of the velocity statistic are large; 
however, there was very little evidence of this problem in the current statistics. A velocity statis- 
tics overall uncertainty percentage for the experiment was taken by averaging the percentages 
generated for each profile. This treats the profiles as single environments that equally contribute 
to the uncertainty. The fact that each profile was measured under similar but not exact conditions 
makes this separation necessary. Table B-2 contains the results: 

Table B-2:Uncertainty Analysis For Velocity Statistics 

V V W i?2" 71 
vF uV uV vW 

0.5% 1.1% 1.0% 1.8% 7.8% 2.2% 11.0% 12.0% 11.0% 
■Ji ?3 W* u/V uaW v/V v'V wV u/V 

1.5% 36.0% 5.0% 10.0% 9.8% 19.0% 4.5% 1.5% 11.0% 

Percentage applies to the largest value of the velocity statistic for a given 
profile. 

The method described in the previous paragraph was not used for gradients of the velocity statis- 
tics or the anisotropy constant derived from them. The gradients exhibit diverging uncertainties 
near the wall that would have skewed the results. This divergence arises from two factors. The 
combination of the wall location and probe position uncertainties is large in comparison to the dis- 
tance from the wall for the lowest points. Furthermore, the two lowest points cannot benefit from 
the more stable five point central difference scheme; they must use a smaller number of points in 
their finite difference algorithm (see section A.6). Uncertainty percentages were generated for 
each data point; these percentages divided the uncertainty at the given point by the largest value 
of the gradient in the profile. These percentages were averaged over all profiles discarding the 
largest and smallest percentages at each position; this prevents aberrant percentages from influ- 
encing results (see Table B-3). 
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Table B-3: Gradient Uncertainties* By Profile Position** 

Position dU 
dy 

dV 
dy 

dW 
dy 

dua 

dy 
dv" 
dy 

a^2 

3y 
3uV 

dy 
du'W 3vV 

dy dy 

1 11.0% 1265% 46.0% 25.0% 105% 19.0% 65.0% 93.0% 175.0% 

2 6.87% 756% 24.0% 12.0% 55.0% 12.0% 34.0% 49.0% 93.0% 

3 3.21% 356% 15.0% 5.20% 24.0% 5.80% 16.0% 23.0% 42.0% 

4 1.31% 155% 9.20% 3.00% 14.0% 3.10% 8.00% 17.0% 28.0% 

5 0.43% 55.0% 5.20% 1.20% 5.50% 1.80% 4.00% 9.70% 16.0% 

6 0.19% 24.0% 2.50% 0.46% 1.90% 0.83% 1.50% 4.00% 7.30% 

7 0.09% 13.0% 1.40% 0.21% 0.85% 0.41% 0.69% 1.80% 3.50% 

8 0.06% 8.80% 0.95% 0.12% 0.52% 0.27% 0.39% 1.20% 2.30% 

9 0.04% 5.40% 0.66% 0.05% 0.22% 0.12% 0.18% 0.51% 0.99% 

10 0.03% 4.50% 0.55% 0.03% 0.14% 0.08% 0.12% 0.34% 0.67% 

11 0.03% 4.40% 0.47% 0.02% 0.10% 0.06% 0.09% 0.24% 0.51% 

12 0.02% 1 2.90% 0.28% 0.01% 0.03% | 0.01% 0.03% 0.06% 0.17% 
*  -  Percentage  applies to largest gradient  in the profile. 

**  - The position ascends  from the  location closest to wall,   i.e.   1 = 
position closest to wall. 
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Table B-4 displays the error for select quantities derived from the velocity statistics and gradients 

Table B-4: Miscellaneous Uncertainties 

Position 
Anisotropy 
Constant 

Flow Angle 
Degrees 

Gradient 
Angle (deg.) 

Stress Angle 
Degrees 

Stress-Gradient 
Angle 

Difference 

1 35.6% 0.53 1.64 6.76 7.02 

2 77.4% 0.52 0.99 4.21 4.35 

3 20.7% 0.51 0.76 3.42 3.52 

4 8.8% 0.51 0.76 2.40 2.53 

5 3.2% 0.51 0.75 2.37 2.49 

6 1.4% 0.51 0.71 2.27 2.38 

7 1.0% 0.51 0.64 2.31 2.40 

8 0.8% 0.50 0.60 2.37 2.45 

9 0.7% 0.50 0.51 2.54 2.59 

10 0.8% 0.48 0.54 2.76 2.82 

11 1.7% 0.48 0.66 2.97 3.06 

12 5.2% 0.48 2.26 2.68 4.04 

Al Parameter 

5.0% 

190 



Appendix C The Governing Equations 
The myriad of closure models and algebraic terms (e.g. the a, parameter) can distract the mind 
from the root physics of aerodynamics. Every paper should have a central location which empha- 
sizes the basic laws of fluid mechanics. Both the reader and writer need this section when their 
thoughts stray from the actual problem of simplifying the solution for general 3D TBLs. This sec- 
tion first focuses on the mathematical expression of the three laws of conservation: mass, momen- 
tum, and energy. It then outlines the two other equations derived from the Navier-Stokes 
equations: the Reynolds transport equation and the dissipation equation. All equations are pre- 
sented in their steady, ensemble-averaged form. 

C.1 Conservation Of Mass: The Continuity Equation 

The continuity equation demonstrates that the net mass flow of any point in the fluid is zero, i.e. 
inflows equal outflows; the form below assumes that the fluid maintains a constant density 
through out the flow. 

dü+dv+dw=0 
dx + dy    dz    u (C.l) 

C.2 Momentum Principle: The Navier-Stokes Equations 
The left side of the Navier-Stokes equations represent the change in momentum of the fluid; the 
right side of the equations symbolizes the external forces acting on the fluid. Three external 
forces are the mean pressure gradient, the mean shear stress, and the turbulent shear stress (a.k.a. 
the Reynolds stress). (Body forces such as gravity or buoyancy are considered negligible). The 
Reynolds stresses are not truly external forces; they actually are part of the momentum change in 
the fluid. However, their mathematical representation resembles shearing and normal stresses. 

^ + ]%+Wl^-~pTx+\d^+df     dz')     dx       dy        dz        (C.2) 

udx+vdy       dz~   Pdy   \dx2 ' dy2 ' dz2 

fd2v^d2v^d2v) 

2 w 

9uV    Bi/2    3vW 
dx      dy      dz (C.3) 

^   dWW   dVW    dri2 

dx    vdy    v dz~   Pdz^\dx2     dy2     dz2 )      dx        dy       dz    (C.4) 

C.3 Conservation Of Energy: The Energy Equation 
Most flows of general interest in the study of turbulent boundary layers are adiabatic (propulsion, 
heating, and cooling systems being the major exceptions). Therefore, only the kinetic energy 
needs attention. A formula for the kinetic energy can be attained by multiplying the instantaneous 
Nevier-Stokes equations by their respective component velocity and then taking the ensemble 
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average. Once again, the effects of buoyancy are assumed negligible. Equation C.5 gives the to- 
tal kinetic energy equation for steady flow using a condensed notation. In the condensed nota- 
tion, 'U' is a mean velocity, V is a velocity fluctuation, and 'x* is a Cartesian coordinate. The 
subscript 'i' represents the component (x, y, or z) for a individual instance of the equation; substi- 
tuting 'x' for T would produce the X-component instance of the equation. The subscript T indi- 
cates a summation of the term containing the subscript for each Cartesian coordinate; the term x, 
expands to 'x+y+z'. (Townsend, 1976) 

u^lK^y^Ku^mu^pu^u,)^ (C.5) 

The quantity, K, is the turbulent kinetic energy (TKE) as described in section A. 12. The TKE re- 
ceives special attention in the study of 3D TBL's; understanding the physical nature of the fluctua- 
tions is necessary to finding a closure model. One can create a formula for the TKE by 
multiplying the instantaneous Navier-Stokes equations by the corresponding velocity fluctuation 
and then take the ensemble average. Equation C.6 shows the result using the same condensed no- 
tation as for equation C.5. One should immediately notice that equation C.6 is a subset of equa- 
tion C.5.   

< + li(^+^+™i=™'lf (C.6) 
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